Unit 1 Probability Theory
1.1 Set Theory

Definition 
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Example: tossing a coin, 
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Example: reaction time to a certain stimulus, 
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Sample space: may be countable or uncountable
Countable: put 1-1 correspondence with a subset of integers
Finite elements 
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 countable
Infinite elements 
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 countable or uncountable
Fact: There is only countable sample space since measurements cannot be made with infinite accuracy
Definition event: any measurable collection of possible outcomes, subset of 
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Theorem 
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(1). Commutativity 
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(2). Associativity 
[image: image15.wmf]C

B

A

C

B

A

È

È

=

È

È

)

(

)

(

, 
[image: image16.wmf]C

B

A

C

B

A

Ç

Ç

=

Ç

Ç

)

(

)

(


(3). Distributive Laws 
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(4). DeMorgan’s Law 
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Example: (a) If 
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(b) If 
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Definition (a) 
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Definition 
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1.2 Basic Probability Theory
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Domain of 
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Definition 
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Properties (a) 
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Example: (a) 
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(b) smallest 
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Definition Kolmogorov Axioms (Axioms of Probability)
Given 
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Exercise: axiom of finite additivity + continuity of 
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Theorem If 
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Theorem (a) 
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(b) 
[image: image75.wmf])

(

)

(

)

(

)

(

B

A

P

B

P

A

P

B

A

P

Ç

-

+

=

È


(c) 
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Bonferroni’s Inequality 
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Example: (a) 
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Theorem (a) 
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General version of Bonferroni inequality: 
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Let 
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If the sequence 
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Theorem Let 
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Proof. Let 
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The second term on the right tends to zero as 
[image: image130.wmf]¥

®

n

 since the sum 
[image: image131.wmf]1

)

(

1

1

£

-

å

¥

=

+

j

j

j

A

A

P

 and each summand is nonnegative. The result follows.
Corollary Let 
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Proof. Consider the nondecreasing sequence of events 
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It follows from the above Theorem that
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Example (Bertrand’s Paradox) A chord is drawn at random in the unit circle. What is the probability that the chord is longer than the side of the equilateral triangle inscribed in the circle?
Solution 1. Since the length of a chord is uniquely determined by the position of its midpoint, choose a point 
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 at random in the circle and draw a line through 
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 and 
[image: image141.wmf]O
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Solution 2. Because of symmetry, we may fix one endpoint of the chord at some point 
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 and then choose the other endpoint 
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 at random. Let the probability that 
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 lies on an arbitrary arc of the circle be proportional to the length of this arc. Now the inscribed equilateral triangle having 
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 as one of its vertices divides the circumference into three equal parts. A chord drawn through 
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 will be longer than the side of the triangle if and only if the other endpoint 
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 of the chord lies on that one-third of the circumference that is opposite 
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. It follows that the required probability is 
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Solution 3. Note that the length of a chord is determined uniquely by the distance of its midpoint from the center of the circle. Due to the symmetry of the circle, we assume that the midpoint of the chord lies on a fixed radius, 
[image: image159.wmf]OM

, of the circle. The probability that the midpoint 
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 lies in a given segment of the radius through 
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 is then proportional to the length of this segment. Clearly, the length of the chord will be longer than the side of the inscribed equilateral triangle if the length of 
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 is less than 
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Question: What’s happen? Which answer(s) is (are) right?
Example: Consider sampling 
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 items, with replacement. The outcomes in the ordered and unordered sample spaces are these.

	Unordered
	{1,1}
	{2,2}
	{3,3}
	{1,2}
	{1,3}
	{2,3}

	Probability
	1/6
	1/6
	1/6
	1/6
	1/6
	1/6

	Ordered 
	(1,1)
	(2,2)
	(3,3)
	(1,2), (2,1)
	(1,3), (3,1)
	(2,3), (3,2)

	Probability
	1/9
	1/9
	1/9
	2/9
	2/9
	2/9


Which one is correct?
Hint: The confusion arises because the phrase “with replacement” will typically be interpreted with the sequential kind of sampling, leading to assigning a probability 2/9 to the event {1, 3}.
1.3 Conditional Probability and Independence
Definition Conditional probability of 
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Remark: (a) In the above definition, 
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Definition 
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Example: Three prisoners, 
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, are on death row. The governor decides to pardon one of the three and chooses at random the prisoner to pardon. He informs the warden of his choice but requests that the name be kept secret for a few days. 

The next day, 
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 tries to get the warden to tell him who had been pardoned. The warden refuses. 
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 then asks which of 
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 or 
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 will be executed. The warden thinks for a while, then tells 
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 that 
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 is to be executed.
Warden’s reasoning: Each prisoner has a 1/3 chance of being pardoned. Clearly, either 
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 or 
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 must be executed, so I have given 
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 no information about whether 
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 will be pardoned.
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’s reasoning: Given that 
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 will be executed, then either 
[image: image196.wmf]A

 or 
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 will be pardoned. My chance of being pardoned has risen to 1/2.

Which one is correct? 

Bayes’ Rule 
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Example: When coded messages are sent, there are sometimes errors in transmission. In particular, Morse code uses “dots” and “dashes”, which are known to occur in the proportion of 3:4. This means that for any given symbol,
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Suppose there is interference on the transmission line, and with probability 1/8 a dot is mistakenly received as a dash, and vice versa. If we receive a dot, can we be sure that a dot was sent? 
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1.4 Random Variable
Definition Define 
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Example: Tossing three coins, 
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1.5 Distribution Functions
With every random variable 
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, we associate a function called the cumulative distribution function of 
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Definition The cumulative distribution function or cdf of a random variable 
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Example: Tossing three coins, 
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where 
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Example: Tossing a coin until a head appears. Define a random variable 
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The c.d.f. of the random variable 
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It is easy to check that 
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Example: A continuous c.d.f. (of logistic distribution) is 
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Example: Tossing a fair coin three times. Let 
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But for each sample point 
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1.6 Density and Mass Function
Definition The probability mass function (p.m.f.) of a discrete random variable 
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Example: For the geometric distribution, we have the p.m.f.
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Fact: For continuous random variable (a) 
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Definition The probability density function or pdf, 
[image: image293.wmf])

(

x

f

X

, of a continuous random variable 
[image: image294.wmf]X

 is the function that satisfies 


[image: image295.wmf]ò

¥

-

=

x

X

X

dt

t

f

x

F

)

(

)

(

  for all 
[image: image296.wmf]x

.
Notation: (a) 
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Example: For the logistic distribution 
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Fact: For any nonnegative function with finite positive integral (or sum) can be turned into a pdf (or pmf) 


[image: image313.wmf]Q



 EMBED Equation.3  [image: image314.wmf]ò

¥

<

=

k

dx

x

f

)

(

 then 
[image: image315.wmf]k

x

f

x

g

)

(

)

(

=

.

_1252834467.unknown

_1253728168.unknown

_1254831881.unknown

_1254831956.unknown

_1254837137.unknown

_1254837553.unknown

_1254837979.unknown

_1254838206.unknown

_1254838549.unknown

_1254838621.unknown

_1254838849.unknown

_1254838850.unknown

_1254838751.unknown

_1254838594.unknown

_1254838335.unknown

_1254838490.unknown

_1254838257.unknown

_1254838030.unknown

_1254838116.unknown

_1254837995.unknown

_1254837875.unknown

_1254837920.unknown

_1254837956.unknown

_1254837905.unknown

_1254837642.unknown

_1254837853.unknown

_1254837621.unknown

_1254837385.unknown

_1254837506.unknown

_1254837520.unknown

_1254837488.unknown

_1254837275.unknown

_1254837308.unknown

_1254837260.unknown

_1254832663.unknown

_1254832779.unknown

_1254836996.unknown

_1254837028.unknown

_1254832812.unknown

_1254832719.unknown

_1254832767.unknown

_1254832711.unknown

_1254832453.unknown

_1254832608.unknown

_1254832634.unknown

_1254832479.unknown

_1254832098.unknown

_1254832415.unknown

_1254832441.unknown

_1254832211.unknown

_1254832019.unknown

_1254831948.unknown

_1254831111.unknown

_1254831463.unknown

_1254831830.unknown

_1254831868.unknown

_1254831488.unknown

_1254831560.unknown

_1254831482.unknown

_1254831219.unknown

_1254831294.unknown

_1254831351.unknown

_1254831225.unknown

_1254831183.unknown

_1254831201.unknown

_1254831165.unknown

_1253728754.unknown

_1254830941.unknown

_1254831015.unknown

_1254831032.unknown

_1254830956.unknown

_1253728800.unknown

_1253728885.unknown

_1253728774.unknown

_1253728492.unknown

_1253728647.unknown

_1253728669.unknown

_1253728518.unknown

_1253728207.unknown

_1253728368.unknown

_1253728184.unknown

_1252837660.unknown

_1253727215.unknown

_1253727908.unknown

_1253728048.unknown

_1253728130.unknown

_1253727961.unknown

_1253728043.unknown

_1253727927.unknown

_1253727485.unknown

_1253727564.unknown

_1253727611.unknown

_1253727523.unknown

_1253727438.unknown

_1253727466.unknown

_1253727423.unknown

_1253726070.unknown

_1253726890.unknown

_1253726952.unknown

_1253727180.unknown

_1253726922.unknown

_1253726781.unknown

_1253726806.unknown

_1253726261.unknown

_1253726705.unknown

_1253726130.unknown

_1253725970.unknown

_1253726033.unknown

_1253726054.unknown

_1253725157.unknown

_1253725873.unknown

_1253725883.unknown

_1253725799.unknown

_1253725837.unknown

_1253725169.unknown

_1252837789.unknown

_1252837985.unknown

_1252837691.unknown

_1252836803.unknown

_1252836942.unknown

_1252837237.unknown

_1252837440.unknown

_1252837606.unknown

_1252837258.unknown

_1252837023.unknown

_1252837217.unknown

_1252837002.unknown

_1252836869.unknown

_1252836887.unknown

_1252836904.unknown

_1252836826.unknown

_1252836836.unknown

_1252834946.unknown

_1252836241.unknown

_1252836405.unknown

_1252836521.unknown

_1252836331.unknown

_1252835050.unknown

_1252836149.unknown

_1252834972.unknown

_1252834657.unknown

_1252834789.unknown

_1252834868.unknown

_1252834753.unknown

_1252834538.unknown

_1252834558.unknown

_1252834486.unknown

_1252755702.unknown

_1252833362.unknown

_1252833853.unknown

_1252834077.unknown

_1252834388.unknown

_1252834445.unknown

_1252834380.unknown

_1252834035.unknown

_1252834072.unknown

_1252834013.unknown

_1252833638.unknown

_1252833714.unknown

_1252833785.unknown

_1252833649.unknown

_1252833468.unknown

_1252833597.unknown

_1252833434.unknown

_1252833382.unknown

_1252833400.unknown

_1252756436.unknown

_1252756853.unknown

_1252757183.unknown

_1252757209.unknown

_1252833338.unknown

_1252757199.unknown

_1252757096.unknown

_1252757140.unknown

_1252756956.unknown

_1252756655.unknown

_1252756780.unknown

_1252756794.unknown

_1252756708.unknown

_1252756653.unknown

_1252756654.unknown

_1252756504.unknown

_1252756602.unknown

_1252756121.unknown

_1252756226.unknown

_1252756319.unknown

_1252756334.unknown

_1252756273.unknown

_1252756168.unknown

_1252756188.unknown

_1252756148.unknown

_1252755931.unknown

_1252756001.unknown

_1252756104.unknown

_1252755972.unknown

_1252755822.unknown

_1252755823.unknown

_1252755730.unknown

_1252754383.unknown

_1252755194.unknown

_1252755408.unknown

_1252755615.unknown

_1252755659.unknown

_1252755685.unknown

_1252755647.unknown

_1252755481.unknown

_1252755492.unknown

_1252755419.unknown

_1252755350.unknown

_1252755390.unknown

_1252755252.unknown

_1252755329.unknown

_1252755230.unknown

_1252754797.unknown

_1252754931.unknown

_1252755022.unknown

_1252755044.unknown

_1252754995.unknown

_1252754824.unknown

_1252754867.unknown

_1252754807.unknown

_1252754713.unknown

_1252754735.unknown

_1252754761.unknown

_1252754724.unknown

_1252754541.unknown

_1252754594.unknown

_1252754409.unknown

_1252414635.unknown

_1252754031.unknown

_1252754283.unknown

_1252754337.unknown

_1252754168.unknown

_1252754256.unknown

_1252754145.unknown

_1252414991.unknown

_1252415071.unknown

_1252753922.unknown

_1252414992.unknown

_1252414723.unknown

_1252414777.unknown

_1252414670.unknown

_1252414175.unknown

_1252414427.unknown

_1252414573.unknown

_1252414608.unknown

_1252414444.unknown

_1252414209.unknown

_1252414345.unknown

_1252414190.unknown

_1252409488.unknown

_1252409647.unknown

_1252409668.unknown

_1252409536.unknown

_1252409347.unknown

