Some study of symmetric and skew distributions

SHALE AL 2 - 1R



H &
oA BFF

— SRR L, REARELET o FTRFAALZELATRN, L LEFEEHL, KB
BT —EFEM o FMEABX L5 E, FXREZMHERILRI, FARFZAYRE
BAGFESE o BT  HBARHX, —F— WA Emx o REE o o
AR RS, B R FENME o HERKREE M K FE A w, 2V & LRI —E
Ak, kB H ey iR, 4R de AR A AR G AR A AT i, it 6

BANH B R, FERAF EARA, BaZat iR, & RFER,
B AR AL WY P IRE, SEAE BFF P IR AR WY PR AE o

KB RBAHIAT « DBE | Wde o BRERF R Z eIk, GER KDL IN LRI o R
IR REAUARR, RHFRITRELEGEZ—

R R
7 % 4K 5 43t 5 9T P

R B934T A



Some study of symmetric and skew
distributions

by
En-Hao Zhang
Advisor
Wen-Jang Huang

Institute of Statistics
National University of Kaohsiung
Kaohsiung, Taiwan 811, R.O.C.
July 2009



Contents

X HE iii
RXHE iv
1 Symmetric and Skew Distributions 1
1.1 Introduction . . . . . . . . . . 1
1.2 Symmetric property for product of independent random variables . . . . . 2
1.3 Linear combinations of order statistics for bivariate exchangeable and sym-
metric random variables . . . . . ... 5
1.4 Non-exchangeable symmetric random variables . . . . . . . . . .. ... .. 13
2 Ratio of two generalized skew-normal random variables 19
2.1 Introduction . . . . . . .. . 19
2.2 The ratio of two GSN(by, by) distributions . . . . . ... ... ... ... 20
2.3 Some figures of p.d.f. in Theorem 2.2 . . . . . . . .. ... ... .. .. .. 25
2.4 Appendix. . . ... e 27
3 Some identities for negative moments of quadratic forms in multivariate
skew normal random variables 33
3.1 Introduction . . . . . . . . ... 33
3.2 Mainresults . . . . . .. 34
3.3 Anextension . . ... ... 37
References 41

N 45



ii



HA B 4t 2 — R 3

A FOEE L

L YRR 33
A 55 % Ak BT 2 P

1%

B ¢ Azzalini (1985,1986) 4 & i &+ % 1& -1 #h, — 2 Ik AN 5 L #HAE o 46 09 40 &4 O 1
ZHR, R B A GARER o SRR, FMELSR RKGHMBIHIEY, J SN EA
T & e B, PRVAT AR RR I F SR 2 ey P o

Ao S, R MM A A £ o £ % — %, RS I REIE 2
AL S R AR, A R B RN A, A RERRERY  20H —BLE LB
Ptk o 3, HERF A TEEE R, AEB YRR EIEE, 55l mdst@Hh: ~E
BHERmERBRERY, BXAEREMGGEEASZIEREFTEIR, EHEREGEAS
Z — gt e E

EH =T, HARER LR R M T REARSER, RNAOB L LEREET LS
B0 AT B P AR @ IR A SHAT 8 M 7 RAV 46 B o AR o

EHZF, HE U kAMBATREKREER, RS- LN ZRH A =kH A LE
B EZ AR « ZRBXGH b, HAHER 4R R AR

M RSB, W oM, T RGN, RARAF RS, REMR, fiEad, B

£, RREN, ERER, AL SRR, WAL s, RATE O, e B,
REtorth, HH M

iii



Some study of symmetric and skew
distributions

Advisor: Wen-Jang Huang
Department of Applied Mathematics
National University of Kaohsiung

Student: En-Hao Zhang
Institute of Statistics
National University of Kaohsiung

ABSTRACT

Since Azzalini (1985,1986) introduced the univariate skew-normal distribution, there
are many investigations about the skew distributions based on certain symmetric probabil-
ity density functions. Because these classes of the skew distributions include the original
symmetric distribution and have some properties like the original one and yet is skew,
hence it is more useful to handle related problems.

In this thesis, we consider three topics of the symmetric and skew distributions. In
Chapter 1, we will discuss the case Z = UV first, where U and V are assumed to be
independent. Under some conditions, we will show that if Z is symmetric, then at least
one of U and V' is symmetrically distributed. Next for certain bivariate symmetric random
variables X and Y, we will find the distributions of M = aU + bV, where a and b are
constants, U = max{X,Y} and V = min{X,Y}. When X and Y are assumed or not
assumed to be identically distributed, we will present the distributions and skew properties
of M, respectively.

In Chapter 2, we will present the probability density function of the ratio of two gen-
eralized skew-normal distributed random variables. We also give necessary and sufficient
conditions when the ratio is skew-Cauchy distributed.

In Chapter 3, some formulas for the central inverse moments of a quadratic form and
of the ratio of two quadratic forms are established for multivariate skew normal random
variables. They relate the quadratic forms which are determined by positive definite
matrices to that defined by the inverse matrices.

Key words and phrases: Bivariate random variables, elliptical distribution, exchange-
able, generalized skew-normal, inverse matrix, linear combination, moments, normal dis-
tribution, positive definite matrix, product, quadratic forms, ratio, skew, skew-Cauchy,
skew-normal, skew-t, symmetric.
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Chapter 1

Symmetric and Skew Distributions

1.1 Introduction

It is known that symmetric distributions are not suitable for modeling all types of data.
Azzalini (1985, 1986) introduced the univariate skew-normal distribution having the probability
density function (p.d.f.) of the form

20(x)®(ax), T, € R, (1)

where ¢ and ® are the p.d.f. and cumulative distribution function (c.d.f.) of the standard
normal distribution, respectively. For a random variable X, we write X ~ SA/(a), if X has the
p.d.f. as given in (1). This class of distributions includes the A/(0,1) distribution and has some
properties like the normal and yet is skew. Since then there are many investigating about skew
distributions, also more general definitions of skew distributions are given. Azzalini and Dalla
Valle (1996) extended the results to the multivariate setting with the p.d.f. of the form

2¢,(x,Q)®('x), x,a € R, Q> 0,

where ¢p,(x,(2) is the p-dimensional normal p.d.f. with zero mean vector and correlation matrix
Q.

In some sense, skew distributions and symmetric distributions are closely related. For exam-
ple, it is an interesting problem to determine the distribution of V', by giving the distribution of
Z and U, where Z = UV, U and V are assumed to be independent. It turns out (see Hunag and
Su (2008)) that when U is symmetrically distributed, the distribution of V' can be determined.
Furthermore, unless there is no solution, otherwise all distributions of V' which satisfy Z = UV,
form a so-called skew class (see the definition in Section 3).

On the other hand, as mentioned by Viana and Olkin (2000), “Observations between related
measurements, such as with eyes, ears, siblings, etc., possess intrinsic symmetries that may
be relevant for assessing an underlying physiological process,” bivariate exchangeable random
variables play an important role in modeling observation taken from both sides of the same in-
dividual. Nagarajah (1982) obtained the distribution of a linear combination of order statistics



from a bivariate, exchangeable and normal random variables. Huang and Chen (2007) pointed
out that both the maximum and the minimum of two independent and identically distributed
(i.i.d.) symmetric distributed random variables X and Y, belong to the skew class of X. The
connections between order statistics and skew distributions of bivariate random variables, were
also investigated by authors such as Loperfido (2002), Azzalini and Captanio (2003), and Lop-
erfido (2008), etc.

In Section 2, let Z = UV, where U and V are assumed to be independent, under some con-
dition, we will show that if Z is symmetric, then at least one of U and V must be symmetric. In
Section 3, for certain bivariate exchangeable random variables X and Y, we find the distributions
of M = aU + bV, linear combinations of order statistics U = max{X,Y} and V = min{X, Y }.
It is interesting to know whether the sum of two random variables, which belong to the same
skew class, will also belong to the same skew class. Let T" and S be independent, such that
T ~N(0,1) and S ~ SN (a), then

al + bS ba
Z=—=n~S8N ,
Va? + b2 <\/a2(1—|—a2) +b2>
where a? + b% # 0. Also if T and S are i.i.d. A(0,1) distributed, then for |§] < 1,

_ \/ 2 0
Z=45T|+V1-¢ SNSN<m>.

See, e.g., Azzalini (2005). Linear combinations of two non-independent skew normal distributed
random variables can also be skew normal distributed. An example can be found in Gupta and
Brown (2001). But usually for two random variables belonging to the same skew class, their
sum may not belong to the same skew class. Also it will be shown when (X,Y") are exchangeable
elliptical and symmetric random variables, M has a skew distribution of £X, for some suitable
constant . For certain bivariate exchangeable distributions of (X,Y’), necessary and sufficient
conditions that M has skew distribution of X, will be given for each case. Finally, in Section
4, we investigate the situation that X and Y are not identically distributed. It turns out that
when the p.d.f. of (X,Y) has an elliptical form, the distribution of M is the mixture of two
skew distributions of X and BY for suitable constants « and 3. Note that the p.d.f. of linear
combinations of order statistics for continuous random variable (X,Y) with a general p.d.f. was
given by Gupta and Gupta (2009).

1.2 Symmetric property for product of independent random
variables

Let Z = UV, where U and V are assumed to be independent random variables. As —(UV) =
(=U)V =U(-V), Z is symmetric if one of U and V is symmetric. Conversely, it is interesting to
know if Z is symmetric, whether at least one of U and V' is symmetric? The following theorem
provides some partial answer.



Theorem 1.1. Let Z = UV, where U and V are independent random variables, with con-
tinuous p.d.f.’s fy and fy, respectively. Let a = inf{u|fy(u) # fu(—u),u > 0}, and b =
inf{v|fy (v) # fy(—v),v > 0}. Assume a,b > 0. If Z is symmetric, then at least one of U and

V' is symmetrically distributed.

Proof. Suppose the contrary that neither fiy nor fi is symmetric. Then 0 < a,b < co. Without

loss of generality, assume a > b.
The continuous assumption of fi; and fy yield

fulw) = fu(—u), Yue]0,a],
fv(v) = fv(-v), Yvel0,b],

also there exists an € > 0, such that

fo(w) # fu(—u), Vue (a,a+€,
and

fv(v) # fv(=v), Yve (bb+d.

By changing of variables, it yields

o0

follasan) = |

Similarly

where for u > 0,

Aw) = Lo (UL,

B = wh-uf (-4,

ct = Lt (-5,
and

D = Loy (CE).



(6) and (7) can be rewritten as
a a+e€ [e o]
fz((a+€)b) = /0 (A(u) + B(u))du + /a (A(u) + B(u))du + /a (A(u) + B(u))du,

—+€

and

o

a a-+te
fz(—(a+€)b) = /0 (C(u) + D(u))du + / (C(u) + D(u))du + / (C(u) + D(u))du.

—+€

From (2), we have

/OGA(u)dU—/OaD(u)du, and /OaB(u)du_/OaC(u)du.

Hence
/ a(A(u) + B(u))du = / a(C(u) + D(u))du.
0 0

As 0 < (a+e€)b/u < b,V u € [a+ € 00), (3) implies

/ A(u)du:/ C(u)du, and/ B(u)du:/ D(u)du.
ate a+te a+te a+e

Hence

/ " (A(u) + B(w))du = /  (C(u) + D(w))du.
a+te a

+e€

As Z is assumed to be symmetric, fz((a + €)b) = fz(—=(a + €)b), this in turn implies

a+e a+te€
/ (A(u) + B(u))du = / (C(u) + D(w))du,

which can be rewritten as

/a "L o) fol-u) <fv (Hu)b) — v (—Hu)b» e

In view of the mean-value theorem for integrals, (10) yields

St - oo (1 (UEL) - g (2P ) o,

(11)

for some ¢ € (a,a + €). Furthermore, the assumption a > b implies (a + €)b/c € (b,b+ €], Ve €

(a,a + €). Hence

C

fi(e) # fr(—c) and fy (<a * E)b) v (—“‘*ﬁb) | Vee (aato).



Therefore (11) cannot hold for any ¢ € (a, a + €), which contradicts to the assumption that Z is
symmetric. Hence at least one of a and b is infinity, or equivalently to say that at least one of
fu and fy is symmetric. This completes the proof.

1.3 Linear combinations of order statistics for bivariate exchange-
able and symmetric random variables

Throughout this section, for bivariate random variables(X,Y’), let U =max{X,Y}, V =min
{X,Y} and M = aU + bV, where a,b € R, such that a? + b? # 0. First we give a definition,
which can be found in Huang and Chen (2007).

Definition 1.1. Let f be a symmetric p.d.f. A random variable X, with p.d.f. fx, is said to
have a skew distribution of f, denote this by X ~ S(f), and fx € S(f), if

fx(z) =2f(x)G(x), z€TR, (12)
where G is a skew function, that is
0<G(z) <1 and G(z)+G(—z) =1,z € R, (13)
and
S(f) ={hlh(x) =2f(2)G(z), x € R, for some skew function G}.

S(f) is said to be the skew class generated by f. When a p.d.f. g € S(f), g is said to have a
skew p.d.f. of f.

Similarly we can define X ~ S(Y'), and X ~ S(F), where Y and F are symmetric random
variable and symmetric distribution, respectively. Also if F' is a common distribution, such as
C(0,1) distribution, then X is said to have a skew-C(0, 1) distribution, denote this by X ~ skew-
C(0,1). Note that for every a € R, SN («) is also a skew-N(0,1) distribution with G(z) =
®(ax). Also the random variable |T'| in the Introduction is skew-A(0, 1) distributed with G(z) =
1, 2>0,G(x) =0, z <0.

Theorem 1.2. Let the continuous function f(z,y) be the joint p.d.f. of (X,Y’). Also assume
fla.y) = fy. @), (z,y) € R, (14)

and
flay) = f(=2,~y), (x,y) € R™. (15)

Then we have
(i) X and Y are identically distributed ;



(ii) X and Y are symmetrically distributed ;

(iii) both U and V' ~ S(fx).
Proof. (i)The assertion follows from
fatw) = [~ sy = [ foady = o). ser.
(ii)By changing of variable and using (15), we have
frlea) = [ feamin= [ rlnmwde = [~ fewde = fx(@), aeR,
and the assertion follows.

(iii)First (14) yields fu,v(u,v) = 2f(u,v), v < u. Hence fy(u) = [* 2f(u,v)dv = 2fx (u)G(u),
u € R, where

Yo f(uw)do
G(u) = { T fx@ fx(w) #0,
%, fx(u) =0.
Obviously, 0 < G(u) <1, u € R, and if fx(u) # 0, then
G(—u) = 7fX(*U) . f(—u,v)dv = 7fX(U) L fl=u,—v)dv = 7fX(U) /u f(u,v)dv.

Hence G(u) + G(—u) = 1, u € R, and G is a skew function follows. Consequently, U~S(fx).
Similarly, we have fy(v) = 2fx(v)(1 = G(v)), v € R. This completes the proof.

The next theorem gives the distribution of the linear combinations of the order statistics
of bivariate random variables which satisfies the conditions in Theorem 1.2. The proof is easy

hence is omitted.

Theorem 1.3. Let (X,Y) be defined as in Theorem 2. Then the p.d.f of M is

2 [™ f(m/a,n)dn, b—0,meR,
& Sy £ (n,m/b)dn, a=0,meR,

fu(m) = q 20 [P f((m = n)fa,n/b)dn, a”t+b71>0,m € R,
ﬁ fbﬁ/(m) f((m—n)/a,n/b)dn, a ' +b"1<0,meR,
& 2o f((m +n)/a,n/a)dn, a~l+ b =0,m/a > 0.

Obviously, if X and Y are i.i.d. with the common marginal distribution being symmetric
about zero, then the joint p.d.f. f of (X,Y) satisfies the conditions in Theorem 1.2. The
following corollary indicates that when the joint p.d.f. of (X,Y’) has an exchangeable elliptical



form, then the conditions in Theorem 1.2 are also satisfied. Throughout this work, (X,Y) is
said to be elliptical distributed, if the p.d.f. of (X,Y") has the following form:

fz,y) = A7 2g(' A1), (16)

where z = (z, y)’ A is a positive definite 2 x 2 matrix, and g is a function from R* to R*
satisfying [~ g(y)dy = 1/7.

Corollary 1.1. Let (X,Y) be exchangeable elliptical random variables with

_ Lop
A_c2<p 1), (17)

where ¢ > 0, and |p| < 1, that is the joint p.d.f. of (X,Y") has the form

1 <m2 + 12 — 2pxy

flz,y) = a2\ e

) , X,y € R. (18)
We have
(i) f(z,y) satisfies (14) and (15) ;

(ii) if a+ b # 0, then the p.d.f. of M is

:i/amg<r +—2?>dr,m€73, (19)

where

1l a=b [1—p
a=— —_—
cla+blV1+p

a2 + b2 + 2abp,
(iii) if @ + b =0, then the p.d.f. of M is
cf/ (r +2§2>dr, m/a >0 ;
(iv) M ~ S(£X).

Proof. That (i) holds is obvious. We only prove (ii) and (iv), as (iii) can be obtained similarly
as (ii). First for the case b = 0, by Theorem 1.3, we have

m?2 + a?n? — 2apmn
fu(m) = P ) d

c2|a|ﬁ/m/a < c2a?(1 - p?)

2
2 /m/“ an — pm n m? d
= — g n
Alaly/1 - p? J-x car/1 — p? c?a?

) [ L
= / pg<T2+22)dT, mGR, (21)
clal J_o a




where we have used the change of variable r = (an — pm)(cay/1 — p?)~1. Obviously, (21)
coincides with b = 0 in (19). The proof of the case a = 0 is similar.

Next assume a # 0, b # 0. First consider a=! +b~! > 0. Again by Theorem 1.3, the result
follows by noting

fu(m) =

n

2 atb n)?/a® +n?/b> — 2p(m — n)n/(ab)
c?labl\/1 — p? /oo g( (1 - p?) )d

&n — (b* + ab)§m> ’ m? dn

2 /a+b
- + -
Alabl\/1 - p? J- I ( cab\/1 — p? c2§?
2 am
_ 2 99
05/_mg<r+ 2§2>dr, m e R, (22)

where a change of variable is used again in the last step. Finally along the lines of the above
proof, the case a=! + b~ < 0 can be obtained easily. This completes the proof of (ii).
We now prove (iv). From (18), we obtain the following marginal p.d.f. of X

1 00 2
fx(m) = / g<r2+TZQ> dr, m € R.

Consequently, the p.d.f. of X1 =£&X is

fX1 5/ <’I“ +?§2>dr,me7€.

Now for the case a + b # 0, fas(m) can be rewritten as

1 [ 8 1) 015 é Jieg (742 + 021;2) dr
fu(m) = 2—5 glrs+ 262 dr e ;
€ J-oo ¢ o€ f_oog (7“2 + 739) dr

- 2fX1 (m)Gl(m)7

where

1

/iy ( 2+ mT) dr
é ffooog (7‘2 + 252) dr

is a skew function; and for the case a +b = 0, we get far(m) = 2fx, (M), /050, Where the
indicator function I, 40} is a skew function. This completes the proof of (iv).

Gi(m) = ,mER,

Result (ii) of Corollary 1.1 can also be found in Loperfido (2008) with a different proof.
Following the notation of Loperfido (2008), here M has a SE; [0, A, a, g distribution, where A
and « are given in (17) and (20), respectively. Yet the « given in (7) of Loperfido (2008) is in
error. Note that in general when X and Y are i.i.d. symmetrically distributed, fys;(m) may



not have a simple form and M may not be S(£X) distributed, as the case when X and Y are
exchangeable elliptical distributed.

We give some corollaries in the following. Part (i) of the first corollary is due to Nagaraja
(1982), and part (ii) is obvious.

Corollary 1.2. Let (X,Y) be bivariate normally distributed with the joint p.d.f.

2—2pxy+y2

1 _ =z
fla,y) = ——F=—==e 20", (2,y) e R? |p| < L. (23)

2my/1 — p?

(i) The p.d.f. of M is given by

Zo(m/a)®(\/1em/a), b=0,mER,
20(m/b)e(—\/12m/b), a=0,meR,
Ju(m) = %ﬁb % O(—nm), al+p1> 0,m € R, (24)
2o (%) @(mm), al+b1<0,meR,
2 m 1y a1
L |a|\/2(17p)¢ (|a|\/2(1p)) , a+b=0,m/a>0,

where ¢ is defined in (20) and

_ J1=p b—a

“Vi+pilhta)

(ii) M ~ skew-N(0,1) if and only if & = 1. In particular, if p = 0, that is X and Y are i.i.d.
N(0,1) distributed, then M ~ skew-N(0,1) if and only if a? 4+ b? = 1.

n

The above corollary indicates that when (X, Y") has a bivariate normal distribution with p.d.f.
given in (23), and A/ (0,1) being the common marginal distribution of X and Y, then M ~skew-
N(0,£2) in each case. The next corollary consider bivariate Cauchy distributed random variables
where the common marginal distribution of X and Y is C(0,1).

Corollary 1.3. Let (X,Y) be bivariate Cauchy distributed with the joint p.d.f.
1

32
21T~ p2 (1 + Mﬁ%)

(z,y) € R? |p| < 1.

fX,Y(x7y) =

Then
(i) the p.d.f. of M is

S _ VIpm _
) (” m) b=0meTR,
b (o Impm _
fr(m) = “W“w<1 Vo ) 0O ER (25)
= W(UFA), al+b71>0,meR,
7@5\/&’4)’ a !l +b7 <O,mER,
2laly/2(1=p) L
I T al+b71 =0,m/a >0,



where

(b—a)y/1T—pm
£/2m2 + (a+b)2(1 +p)’

(26)

and ¢ is defined in (20) ;
(ii) M ~ skew-C(0,1) if and only if £ = 1.

Proof. We only prove (i). Let b = 0, then M = aU. Following Theorem 1.3, we have

m/a 1
Far(m) = |a|/ - adn, mER,
© 9r /1_ (1 + m2/a +1n_p—22pmn/a>
and the result follows immediately. The case a = 0 can be obtained similarly.
Next consider the case a,b # 0. First assume a~! +b~! > 0. Then Theorem 1.3 implies

bm/(a+Db) 1
fu(m) = / dn
[ab]

3/2
2m\/1 - p? (1+ (m—n)? /a2+nj/b22 2p(m— n)n/ab) /

£2n — b®>m — abpm ‘bm/(fﬂrb)
m(m2 + €2)\/a2b2(1 — p2) + b2(m —n)2 + a?n? — 2abp(m — n)nl—o
£

= 7ﬁ(m2+52)(1+A), meR,

where A is defined in (26), and the result follows. The case a~!+b~! < 0 can be proved similarly.
For the last case a=! + b~! = 0, again Theorem 1.3 yields

1
fu(m) = 2/ 55 dn, m/a>0,
a7 J—oo 2m\/1 — ,02 (1 + (m+ )2;;(12_52[))( +n) )

and the conclusion follows by finishing the integration.

According to Kotz and Nadarajah (2004), the general form of the joint p.d.f. of bivariate ¢
distribution has the following elliptical form

’A’—I/Q
2 (1 + z’A_lz/n) (n+2)/27

flz,y) = 2 = (z,y) € R?, neN,

where A is given in (17) with ¢ = 1. If n = 1, then this becomes bivariate Cauchy distribution
and has been discussed in Corollary 1.3. The next corollary considers the case n = 2, where
both X and Y have 75 as the marginal distribution. That is the p.d.f. of X is

1

fX(fl‘):W ;¢ €R.

10



Again the proof is omitted.

Corollary 1.4. Let (X,Y) be bivariate 75 distributed with the joint p.d.f.
1

29

(i) Then the p.d.f. of M is

flz,y) = (z,y) € R, |p| < 1.

m(l—i-/l), b=0,meR,
m(l B), a=0,meR,
Ja(m) = W(l—i—C), al+b71>0,meR, (27)
m(l C), al+b1<0,meR,
g o b =0m/a >0,

where

A - m(m? + 2a%)1/2,/1 — p? N 2arctan < (m2+2a2)(1+p)>

w(m? + (1 + p)a?) T ’
B - m(m? + 20*)1/2,/1 — p2 2 il ( (m2+2b2)(1+p)>
- m(m? + (1 + p)b?) m ’
(a=b)(1—p)
o - m(b? — a?)(m + 262)1/2,/1 — p? N 2 gigtpn <(a+b) (m2+2€2)(1—p2)>
 w(m?+ (a+b)%(1 4 p)) m ’

and ¢ is defined in (20) ;
(ii) M ~ skew-7; if and only if £ = 1.

The following corollary shows when X and Y are i.i.d. symmetrically distributed, M may
not be S(£X) distributed. Note that when X and Y are i.i.d. N'(0,1) distributed, they are still
exchangeable elliptical distributed.

Corollary 1.5. Let X,Y beiid. C(0,1) distributed. Then
(i) the p.d.f. of M is

w(m‘2a-|i—a2) (1 + 2aTCta;1(m/a) ; b=0meR,
7r(m\2bL_b2) (1 _ 2arcta;1(m/b)) . a=0,meR,
far(m) = e(m), a b 4+b71>0,meR, (28)
§(m), al+bt<0,meR,
W(miliLQQ) al+b1=0,m/a >0,

11



5(m) = mab(m? + a® — b?)sgn(b) + wb(m? + b* — a?)sgn(a) + 2a3bm(log(a®/b?)) g
"= 72(m* + 2(a? + 2)m? + (a% — b2)2) ’

(m) = mab(m? + a® — b?)sgn(b) + wb(m? + b2 — a?)sgn(a) — 2a3bm(log(a?/b?)) LS
am) = 72(m? + 2(a2 + b2)m2 + (a2 — b2)2) ’

2((ab — b)m? 4 a®b — ab® — b3 + ab) arctan (m/(a + b))
m2(m* + 2(a2 + b2)m2 + (a2 — b2)2) ’

S =

and for ¢ # 0, sgn(z) =1, 2 >0, = -1, x <0

(ii) M ~ skew-C(0,1) if and only if @ = 0 and |b| = 1, b = 0 and |a|] = 1, or |a|] = 1/2 and
b= —a.

For X and Y being i.i.d. #(—1,1), or i.i.d. Pearson Type II distributed, that is X has the
p.df. fx(z) = (3/4)(1—22), x € (—1,1), we have also obtained the p.d.f.’s of M in both cases.
As they are rather cumbersome, hence are omitted. Still M ~ skew-U/(—1,1) and skew-Pearson
Type 11, respectively, if and only if a = 0 and |b| = 1, or |a| = 1 and b = 0 for both of the two
distributions.

Finally, we give an corollary where although (14) and (15) for joint p.d.f. of (X,Y") are
satisfied, yet not as in the above corollaries, neither (X,Y") is exchangeable elliptical distributed
nor X and Y are i.i.d. Again the p.d.f. of M is very cumbersome hence is omitted.

Corollary 1.6. Let (X,Y) have the following joint p.d.f.

21

= m(x6+y6+2px3y+2/)xy3+p2x2+p2y2), <ay<lp <l

f(x,y)

Then the marginal p.d.f. of X is given by

21
- 28p2 + 12

2
1
(;U6+p2:c2+p——|—f),—1<:v§1.

Ix(x) T <

Again it can be shown M ~S(fx) if and only if a =0 and |b| = 1, or |a| = 1 and b = 0.

Remark 1.1. As an illustration, in the above corollary, we give the p.d.f. of M for the case
a~!+ b1 =0 in the following.
(1)If 0 < m < 2|al, then

21(m(la] —m)° + 2(la] —m)"/7 + m(la| — m)*(5m* + 2a°p))
aB(28p? + 12)

fr(m) =

12



21((|a] — m)5(15m?2 + 4a%p) /5 + m?(|a| — m)(m* + a*p) — aSm + 2|a|"/7)
aB(28p2 + 12)
21(m(|a] — m)2(3m* + a®m?p + a*p?) + (|la| — m)3(15m* + 6a>m?p + 2a*p?)/3)
aB(28p2 + 12)

21(a*m(5m? + 2a2p) — |a|>(15m? + 4a?p) /5 — |a|m?(m* + a*p))
ad(28p2 + 12)

21(a’m(3m* + a®>m?p + a*p?) — |a|?(15m* + 6a’m?p + 2a*p?)/3)
aB(28p2 + 12)

(2)If —2]a] < m < 0, then

21(a®m + 2|a|7/7 + a*m(5m? + 2a2p) + |al>(15m? + 4a?p) /5)

Far(m) = a®(2802 + 12)

21(Ja|m?(m* + a*p) — m(la| +m)° +2(|a| +m)"/7 — m(|a] + m)*(5m* + 24°p))
aB(28p? + 12)
21((Jal + m)P(15m° + 44%0)/5 + (Ja] + m)(m + a*p)m?)
ad(28p? 4+ 12)
21(a?>m(3m* + a®m?p + a*p?) + |aP(15m* + 6a*m?p + 2a*p?)/3)
a8(28p? + 12)

+

+

_l’_

21(m(la] +m)2(3m* + a®m?p + a*p?) = (la] +m)3(15m* + 6a>m?p + 2a*p?)/3)
ab(28p? + 12) ’

1.4 Non-exchangeable symmetric random variables

Let X and Y be two independent continuous random variables with symmetric p.d.f.’s fx
and fy, respectively, and distribution functions Fx and Fy, respectively. Then U = max{X,Y}
and V = min{X, Y} have p.d.f.’s

fu(u) = fx(u)Fy (u) + fy (u)Fx(u), u € R,

and

fv(v) = fx(v)(1 = Fy(v)) + fy (v)(1 = Fx(v)), v € R,

respectively. In other words, both U and V are mixture with equal weights of the two distri-
butions one in S(fx) and one in S(fy). Inspired by this observation, in the section, we will
investigate the distributions of M, linear combinations of U and V, when X and Y are not
identically distributed. It turns out when the joint distribution of (X,Y") has an elliptical form,
M is the mixture with equal weights of two skew distributions aX and BY, respectively, for
suitable constants o and 8. Note that for bivariate normally distributed random variables, that
U and V have this property has been pointed out by Loperfido (2002).
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First, we give a theorem for the non-identically distributed situation, the proof is similar to
Corollary 1.1 hence is omitted.

Theorem 1.4. Let (X,Y") be elliptical random variables with

a-(i 1) o

where 7,5 > 0, k € R, and rs > k2, that is the joint p.d.f. of (X,Y) has the form

f(‘/Evy): \/mg 7’8-]6'2

and g is a function from RT to R satisfying [, g(y)dy = 1/m. We have
(i) if a4+ b # 0, then the p.d.f. of M is

1 altm 5 m2> 1 /azm < 9 m2>
m) = — w4 — | dw + — w”+ — | dw, m e R,
fM( ) 51 /—oo g ( g% 52 —00 g gg

€1 =V a2r + b2s + 2abk, &= /a2s + b2r + 2abk,

1 2 2 2k
<sx +ry auy)7 ryER.

where

(ar + bk — bs —ak)m > (as + bk — br — ak)m
1 = 9 — M
T T avis TRla+ b s — K2la+ b

(ii) if a4+ b =0, then & = & = \/a?(r + s — 2k), and the p.d.f. of M is
9 00 2
fM(m):/ g<w2+mQ>dw, m/a >0 ;
gl —00 51

(iii) M is the mixture with equal weights of skew distributions of (£1/4/7)X and (£2/4/5)Y. In
particular for the case a +b =0, M ~ S((&1/y/r)X).

The joint p.d.f. f of the following Corollary 1.7 corresponds to

A= U% pPo102
pPo102 O'%,
in (16) and A is given in (29) for Corollaries 1.8 and 1.9.

Corollary 1.7. Let (X,Y) be bivariate normally distributed with the joint p.d.f.
1

201094/ 1 — p?

e_q/27 (xvy) € RQ? ‘p‘ < 1701702 > 07

f(xvy) =

14



where

¢

o () @ (Am) + oo (&) @ (Bim), b=0,meR,
0 () @ (Aom) + 6 (1) @ (Bam), a=0,m € R,
fualm) =4 &0 (2) @ (Agm) + Lo (g) & (Bym), a '+ b1 >0,meR,
Lo (m)@(—Asm) + Lo (g) & (—Bym), al+bl<0,meR,
2 1i4pl=0 >0
|a|\/0572p010'2+0'2 <a|\/a 2palo'2+o'2> ¢+ 7m/a ’
where
R i) B = (02 — po1) ,
(1 — p2)0'102 a (1 — p2)0'102
Ay— 1= po2) By— (02 — po1) ’
b (1 — p2)0102 b (1 — p2)0102
Ay = ao? — poroz(a —b) —bo3 _ao3 — poioz(a — b) — boi

) = s
£1(a+b)orogy/1 = p? &a(a + b)orogy/1 — p?

1 = 1/a20? 4 2abpoiog + b2032, £ = /a2 + 2abpoiog + b202.
1 2 2 1

In the above corollary, it can be seen, M is the mixture with equal weights of skew distribu-
tions of (£1/01)X and (£2/02)Y, where X ~ N (0,02) and Y ~ N(0,03). In particular for the
case a~t + b7 =0, M ~ skew-N (0, a®(0} = 2pai09 +03)).

Corollary 1.8. Let (X,Y) be bivariate Cauchy distributed with the joint p.d.f.
1

3/27
/ 5 sz2+ry2—2kxy
2mvrs — k (1 + W)

fX,Y(x7y) = ((B,y) GRZ'

Then X ~ C(0,1/7),Y ~ C(0,+/s), and the p.d.f. of M is

ﬂjg‘;@%)(HA) %(HBQ, b=0,m € R,
13'2{172 (1- A2)+2M‘Z‘2\fb2)(1—32), a=0,m€eR,

far(m) = W(1+A3)+m(1+33)’ a ' +b71>0,meR,
mfﬁl( A3)+m(1—33), at+b 1 <0,meR,
2oV ts—2k al+b1=0,m/a >0,

m(m2+a2(r+s—2k))°’

15



where

A = (r—k)m

Vr((r 4 s — 2kym? + a2(rs — k2))’
B, - (s—k)m

Vs((r+ s — 2k)ym? + a2(rs — k%))’
Ay = (r—Fk)m

Vr((r+ s — 2k)ym2 + b2(rs — k2))’
By — (s —k)m

Vs((r + s — 2k)ym? + b2(rs — k%))’
e — (bs —ar + (b —a)k)m

’ &7/ (r+ 5 —2k)ym2 + (a + b)2(rs — k%)’

B (br —as+ (b—a)k)m

B 52\/(7“ + s —2k)m2 + (a+ b)?(rs — kz)’
61 - \/GIZT + b25 + 2@()]{;, 52 = \/a25 + b2,r + 2abk

In the above corollary, M is the mixture with equal weights of skew distributions of (§1/1/7) X
and (&/+/5)Y. In particular if a=! +b~! = 0, then M ~ skew-C(0, &1).

According to Johnson and Kotz (1970), the p.d.f. of Pearson Type VII distribution can be
expressed in the following form
- F(m) c2m71
— V/alD(m —1/2)((x — M)2 + )™’

In the next corollary, both X and Y have Pearson Type VII as their distributions with m = 3/2,
A =0, and ¢ = r and s, respectively. That is

fx(x) m > 0,c> 0,z € R. (30)

r S

3/2° fY(y) = (

fx(x) = (22 + 2r)32 (2 1 25)2

r,s >0,z,y € R. (31)

Corollary 1.9. Let (X,Y) be bivariate distributed with the joint p.d.f.

1
fX,Y(xay) = 5 5 PRI (.%',y) € Rza
2mfrs — B2 (14 25k )
Then the p.d.f. of M is
2 2
( m(l“_fll)‘km(l‘{'Bl), bZO,mER,
2 2
m(l_A2)+M2LW(1_B2)’ a:O,mGR,
52 52 — —
fM(m): W(1+A3)+W(1+Bg), a 1+b 1>O,7TLER,

(1= As) i
2(m2+2€7)°/ 3/ T 3(m2+263)°7°

2a?(r+s—2k)
\  (m2+2a2(r+s—2k))3/2°

1— B3), al+bt<0,meR,
al+bt=0,m/a >0,
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where

s = 2m(r — k)(m? + 2a?r)/%\/rs — k2 2arctan <\/ m2+2a2 (rs— k2)>
YT (£ s — 2k)m2 + 2(rs — l{:z)aQ)
5 20)1/2 /75 — T2 2 arctan s—k)m
B — 2m(s — k)(m* + 2a°s) \/m2+2a2 (rs—k?)
T as((r+ s — 2k)m2 + 2(rs — kz)cﬂ)
s — 2m(r — k)(m? + 2a%r)' />\/rs — k2 2arctan <\/ 2+2b2 (rs—k? )
T wr((r+ s — 2k)ym® + 2(rs — kz)aQ)
9 2 .\1/2 5 2arctan (s—k)m
B, — 2m(s — k)(m* + 2a%s)*/*V/rs — k \/(m2+2b28)(7‘3 k?)
27 ws((r + s — 2k)ym? + 2(rs — k2)a?)
Ao 2m(bs(a+b) — ar(a +b) — (b* — a®)k)(m? + 25%)1/2\/7*3 — k2
5 &2 ((r+ s — 2k)m? + 2(a + b)2(rs — k?))
(ar—bs—(a—b)k)m
2 arctan ((a+b)\/(m2+2£f)(rs—k2)>
+ - )
B 2m(br(a +b) — as(a + b) — (b — a®)k)(m? + 263)1/2\/rs — k2
3 =

&3 ((r + s —2k)m2+ 2(a + b)2(rs — k2))

(as—=br=(a—b)k)m
. 2 arctan ((a+b)\/(m2+25§)(rs—k2))
I b

= vV a2r + b2s + 2abk, & = \/a2s + b2r + 2abk.

Again, in the above corollary, M is the mixture with equal weights of skew distributions of
(&1/4/7)X and (£2/4/5)Y. In particular for the case a=! + b=t =0, M ~ S((&1//7)X).
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Chapter 2

Ratio of generalized skew-normal
and skew-t random variables

2.1 Introduction

It is known that for a bivariate random vector (X,Y), the distribution of the ratio X/Y is of
interest in many areas. For different bivariate distributions, recently, there are many investiga-
tions to find the distributions of X/Y and XY'. See, for example, Chamayou (2004), Nadarajah
and Ali (2005,2006), Nadarajah and El (2005), Nadarajah (2005, 2006), Gupta and Nadarajah
(2006a, 2006b), Nadarajah and Kibria (2006), Nadarajah and Kotz (2006, 2007), Nadarajah and
Gupta (2006, 2007), Coelho and Mexia (2007), and Sharafi et al. (2008), etc.

In this work, we will study the distribution of the ratio of two independent G.SN (b1, b2)
distributed random variables. Here following Jamalizadeha, et al. (2008), a random variable X
is said to have a GSN (b1, be) distribution, the so-called two-parameter generalized skew-normal
distribution, if its p.d.f. is

o(x;b1,b2) = (b1, b2)p(x)P(b12)P(bex), x € R, (1)

where ¢ and ® are the probability density function (p.d.f.) and cumulative distribution function
(c.d.f.) of N(0,1) distribution, respectively, by, by € R, and

-1

11 bibs
by.bo) = | = + — arctan | ——nt02 2
(b1, b2) <4+27raman< 1+b$+b§>> ’ @

According to Huang and Chen (2007), for a symmetric p.d.f f, X is said to have a skew
distribution of f, if the p.d.f. of X is

fx(x) =2f(x)G(x), x€R, (3)
where G is a skew function, that is

0<G(z) <1 and G(z)+G(—z)=1,z€R. (4)
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For a common symmetric distribution, such as N(0, 1) distribution, skew-N (0, 1) distribu-
tion can be defined in a similar way.

Note that when by = 0, then ¢(z;b1,0) = 2¢(x)®(byx). Hence GSN (b1,0) is the usual
SN (by) distribution. That is a distribution with the p.d.f. 2¢(z)®(\z), z € R, where A € R.
Similarly, GSN (0, bs) is just SN(by). Except by = 0 or be = 0, GSN (b, b2) distribution is not
skew-N (0, 1) distribution in the above sense. The following is an application of the p.d.f. given
in (1). Let X|Y =y be SN (A\y) distributed, Y be SN (n) distributed. Then

fxtelr) =46(0) [ " 60Dy @ (y)dy

1 1 ANz
=4¢(x) <4 +a5- arctan e 772)

= 2¢(x) (; + 1 arctan AT ) =2¢(x)G(z), v € R,

™ /1+)\2£C2—|-7]2

where

1 1 A
G(z) = <2 + — arctan il ) , TETR,
T

V14222 492
is a skew function. Hence X has a skew-N(0, 1) distribution. When A =0 or n = 0, X is N(0, 1)
distributed, and as n — oo,

fx (@Xyn) = 20(x)p(Az),

where the skew function
P(x) = 2 + 1 arctanz, x € R,
25
is the distribution function of C(0, 1).
We are also interested in knowing when the distribution of the ratio of two GSN (b1, b2)
distributed random variables will be skew-C(0, 1) distributed.

2.2 The ratio of two GSN(by, by) distributions

In this section, we will find the distributions of the ratio of two generalized skew-normal
distributed random variables U and V. The special case that both U and V' are skew-normal
distributed has been treated by Huang and Chen (2007). We give the result in the following.

Theorem 2.1. Let U and V be independent random variables distributed as SA(b1) and
SN (bs), respectively, by,b3 € R. Then W = X(by1,b3) = U/V has a skew-C(0,1) distribution
with p.d.f.

2

fw(w) = WG@)’ (5)
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1 . b3 arctan (blw/\/m> . bjw arctan (bg/ 1+ (1+ b%)uﬂ)
W\/m ﬂ\/m ’

w, b1,b3 € R, is a skew function.

For the ratio of two GSN distributed random variables, the general case is too cumbersome.
But when one of the four parameters is zero, the p.d.f. of U/V can be obtained.

Theorem 2.2. Let U and V be independent random variables distributed as GSN (b1, b2) and
GSN (bs,0), respectively, by,be,b3 € R. Then X = X (b1, bs,b3,0) = U/V has the following
p.d.f.

-1
fx(z) = M <; + %arctan (%)) Gi(z), z€R, (6)
where
1 bz [arctan (bg/\/W) + arctan (ng/ 1+ (1+ b%)x2>}
Gl(l‘):§ + e g

+b2m [arctan (bg/\/W) + arctan (blx/ 1+(1+ b%)x2>}
/1 + (1L + b3)z?
bs [arctan (blx/\/m) + arctan (ng/\/mﬂ
Tt |

The proof of Theorem 2.2 will be given in the Appendix. It can be seen easily that when

+ (7)

by = 0, (6) coincides with (5). Furthermore, we have
Theorem 2.3. In Theorem 2.2, U/V is skew-C(0, 1) distributed if and only if b; or bs is zero.

Proof. Obviously, we only need to prove the “only if”part. In (6), by letting

-1
2 b1bo
K(z)= |14 —arctan | —— Gi(x),
(@) ( m <\/1+b%+b§>> (@)

fx(z) can be rewritten as

B 2
- om(1+22)

Hence U/V is Skew-C(0, 1) distributed if and only if K (x) is a skew function. In particular,

-1
2 b1boy
2K(0) = |1+ —arctan | ———— =1,
0= (1 Foan (25 )

21
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Since G1(0) = 1/2. This in turn implies by = 0 or be = 0, and the proof follows.

The following theorem is a parallel result of Theorem 2.2. The proof is similar hence is
omitted.

Theorem 2.4. Let S and T be independent random variables distributed as GSA (b1, 0) and
GSN (b3, by), respectively, by, b3, by € R. Then the p.d.f. of Y = X(b1,0,b3,bs) = S/T is given
by

-1
1 1 1 b3by
=—— | -+ —arctan | ————— G , eER,

where

1 biy |arctan b3//1+ (1 +03)y?) + arctan (bs/\/1+ (1 + b7)y?
- [ ( T 1—i—(>1-i-b%)y2 ( ﬂ
bs [arctan (bw/W) + arctan <b4/\/1—|—b§7+y2>}

by {arctan (bly/\/m> + arctan (bg/\/mﬂ

With regard to the moments, we have the following result.

Ga(y) =

O |

_|_

_l’_

Corollary 2.1. In Theorem 2.2, E(|X|®) exists if and only if |s| < 1.

Proof. First it is known that

o0 1
S~ _dr < oo,
/_oo'm' T L

if and only if |s| < 1. As 0 < G1(z) < 4, Vz € R,

-1
1 1 1 biby
(4~ arctan | 22 R.
fX($)<7r(1+x2) <8+47Tarcan< ﬁ—l—b?—i—bé)) , T €

Hence E(|X|*) < oo for |s| < 1. Next by using limit comparison test,

—1
. fx(z) 11 by by
lim = | =+ —arctan | ———
Z—00 77r(1i$2) 2 7 V1 + b3+ b3
b2 bl
1 N by arctan <\/@> N by arctan (\/@>

2 7r\/1+b§ 7['\/1—|—b%
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consequently, F(|X|*) = oo if s > 1. That E(|X|?) = oo for s < —1 can be proved similarly.
This completes the proof.

Corollary 2.1 has a version for the random variable Y in Theorem 2.4, as it is similar, we
omit the statement of this result.

According to Sharafi and Behboodian (2008), a random variable X is said to have a SN/ B,,(b)
distribution, if the p.d.f. of X is

fa(xz; X)) = cp(b)p(z)@" (bx), x € R, bER, (8)
where
alb) = : n>1. (9)
ffooo (x)®" (bx)dx’ -

As SN By(by) is exactly a GSN (b1, by) distribution, we have the following immediate conse-
quence of Theorem 2.2.

Corollary 2.2. Let P and Q be independent random variables distributed as SN Bs(b1) and
GSN (bs,0), respectively, by, b3 € R. Then Z = Z(by,bs3) = P/Q has the following p.d.f.

1 11 B2 -
f7z(2) = —— | = + —arctan \/—ﬁ H(z), z€R,
1

T T+ \2 7
where
1 2012 [(arctan (bg/ 1+(1+ b%)z2)>] 2b1 2 [(arctan (blz/ 1+(1+ b%)rﬁ))}
M =g N e * e (e

2b3 [(arctan (blz/\/m»]
N |

Finally we present some limiting results for the X (b1, be, b3, 0) distribution.

Corollary 2.3. The following are the limiting p.d.f.’s of X (b1, ba, b3, 0) distribution.

ﬂ(1+x2)(1 + ga(z))I(x > 0), by,by — 00,
7r(1>_\1|_1x2)(1 94(90))5(33 i 8)7 Zl,l; — —00,
W(lzgﬁ) (1 + 95(33))1(55 = O)a bl, b3 — 00,
ﬂ(l;\;ﬁ) (1 . g5(x))f(x i 0)’ bl’ b3 e
7r(1>_\zz2)( +g6(z))I(x > 0), b2, b3 — o0,
7r(1+;,;2)(1 gs(w))I(x <0), bg,bg — —00,
ﬂ(lé_ﬂ)l(x > 0), b1, b2, b3 — oo,
7r(IJFJCQ)I(JU < 0), b1,ba, b3 — —00,

23



where

\/1+b2

arccos <

)

i (1)1 2 0)
W(1+x2)911( z)I(x <0),
Tl'(l 2)92( )I(:L' > O)a
ey g (2) (2 < 0),
7r(1_'_352)93( )I(*r > 0)7
n(1+12)931( z)I(z < 0),
- T A3
arccos (ﬁiTg)

b3

b1 — o0,

bl — —0Q,

b2—>OO,

bg — —0Q,

b3—>OO,

b3 — —00,

™

7)\4

arccos <—

box <7T + 2 arctan <W>> b3 <7r + 2 arctan (

by

7)

bz

arccos

S a2

7N

b1
\/1+b2

91(z) P

{M

14 (14 b3)z?

+

V1403 + 22

g
|

bs

+

bix (77 + 2 arctan <—m>> bs <7T + 2 arctan (
1

bix

\/ 143422
3

_ __—bs — box
bax <7r + 2arctan ( 1+(1+b§)x2>> N b3 (7T + 2arctan (\/m >
14 (14 b3)a? V1402 + 22

)

92(7) = %

911 {W +
|:7r +
g

-z <7T + 2 arctan <

1+ (14 bf)a?

_b3
1+(1+4b2)z2

1+ b3 + 22

21 {Tr +

1+ (1+b7)2?

_— biz(m+2arctan(bax/+/1+(1+b%)z2)) box(m+2arctan(byz/+/1+(1+b2)z2))
V/1+(14b3)22 V/1+(1+b3)2?
93(56) = )
b1b
T+ 2arctan | —2—
+ <\/1+b%+bg
_— —brz(r+2arctan(—baz/+/14(14b3)22)) 7b2:r n+2arctan(—bix//1+(1+b3)z2))
V1+(1+b3)a2 1+ (1+b2)a2
g31(w) =
b1b
T+ 2arctan | ——2—
+ (,/1+b§+b§
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and

() = 2 gsla) = ——2 () = ——2
M= e P T Ao O T v a0
2.3 Some figures of p.d.f. in Theorem 2.2

In this section, in Figure 2, we give some illustrations of the possible forms of the p.d.f. of
the random variable X (b1, ba,bs,0) in Theorem 2.2 under various choices of (b1, ba,bs). It can
be shown that the p.d.f. of the X (b1, bo,b3,0) distribution may have one side heavier tail and
one side thinner tail than the C(0, 1) distribution.

Note that X (b1, b2, b3,0) may not be unimodal. As an example, X (50,4, —1,0) is bimodal

and has three inflection points, see Figure 1.
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Figure 1. Three inflection points of the p.d.f. of X (50,4, —1,0).
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Figure 2. Probability density function of X (b1, be, b3, 0) for several values
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2.4 Appendix.

We prove Theorem 2.2 in the following. First we give two lemmas which can be found in Huang
and Su (2008).

Lemma 2.1.Let Fz, be the c.d.f. of 7, distributions. Then

(r— 1/2F711/2 ¢ e
>im NESYANEEIE if r is odd, (10)

if r is even.

2 + farctan7+—
r/2 T(i—1/2)r*" 1

Fr.(t) = .
2 + 2\/‘ Z INO) (r+t2)i-1/2»

Lemma 2.2. Let a,b;, b € R,q € N. If a # 0 and ¢ is odd, we have

0 202 g1 i 1/2) bi/|al
q = -
/0 vio(av)@(bro)@(bv)dv = Froam T () ZO: I(i) [( + b2 /a2)i=1/?
" bov/2i — 1 N ba/|al P biv2i —1 N 2‘7/2_3F(q - 1)
T2i ‘a| 1L 2/a2 T b%/aQ + b%/QZ)z’—l/Q T2i—1 ‘a| Tr2/a2 n b%/aQ =

If a # 0 and q is even, we have

2

0 _ 2 g1 B T() by/a
/0 v1¢(av)®(b1v)@(bav)dv = 47T|a\q+1r( 9 )Z I(i+1/2) |:(1+b%/a2)i

o (erm) e (e

lal\/1+03/a2 ) " (1+ b3/a?) lal\/1 +b5/a?
94/2 g+1. (1 1 by b2 b1bo
r = t t t
+|a|‘1+1ﬁ ( B ) 8+47r(arc an |a’+arc an —= ] + arctan al a2+b2+62

For the case a = 0 and b1, by are not both positive, we have

S|
v4 P (bv)P(bov)dv
Ay (b1v)®(bav)
_ 26T ((g+2)/2) (b (ngfq+72)+ —by (qurz)
275/2(q + 1) [y [t T2ty [yt T2ty )

In particularly, if a # 0, ¢ = 0, then we have

/000 d(av)®(byv)P(bov)dt

1 1
= Sjal © ey (@rctan(br/lal) + avctan (ba/a]) + arctan(brbz/ (Jal(@® + b +63)'1%))). (1)
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Lemma 2.3. Let a,b1,b2,b3 € R. If a # 0,

1

| votan @@ = oy

b1 1 b3 b2b3
+ arctan | ——— | + arctan
V2ma? | 4m\/a + b3 ( ( a2 +b§> <\/(a2 + b3 + b3 + b3)(a? +b§)>>

1 1 by
+ + arctan | ———
8yva?+b?  4Amy/a?+ b? («/(ﬂ—i-b%)

by 1 b3 b1bs
+ arctan | ——— | + arctan
V2ma? | 4my/a? + b3 ( ( a2+b§> <\/(a2+b%+b§+b§)(a2+b§)>>

1 1 by
+ + arctan | ———
8yv/a?+ b2 4Amy/a? + b3 (an—i—b%)

b3 1 by b1bo
+ arctan | ———— | + arctan
V2ma? | 4m\/a? + b2 ( ( a2 +b§> <\/(a2 + b3 4 b3 + b3)(a? +b§)>>

1 1 b2
+ + arctan | ———
8/a2 + 02 dm\/aZ+ b2 (m)
For the case a = 0, we have

0o 1 0, 6120762207b3207
1 . - —}, —
/0 vmq)(blv)@(bgv)@(bgv)dv =\ T6vamt2’ bi <0,4=1,2,3,b; = b, =0, (13)

0, otherwise,

where

| zfsy (arctan (ba |bu ) + arctan (ba/{br ) + arctan (baba /(1] (63 + b3 + 13)1/2))) |
2v/27by
(2 (gt « (o (i)
a 4(2m)3/2b,
|:47r|1b2| (arctan(by /|ba|) + arctan (bg/|ba|) + arctan(bybs/(|be| (b3 + b3 + b§)1/2)))]

2v/27mby
1 1 1 1 1 1

2v27by 8b1]  2v27hy 8lba|  24/27hs 83
by b3 b3 b1
(2 (1 vtiemm)) + (5 (1 i)
4(27)3/2by
{4 12 |(arctan(b1/|b3|) + arctan (be/|bs|) + aurctan(blbg/(|b3|(b2 + b2 + b2)1/2)))]
24/2mbs
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o 1+ 22 + 14— —
bi+b3 N b2+b2 \/m

4(27)3/2bg

Proof. We only prove the case a # 0. By the integration by parts, we have
/ 0(a0) D (b10)D(by) B (by)do
0

e~V 29 (by0) @ (bov) @ (byv)dv

/°° 1

“Jo Vom

[—fb(blv)@(bgv)@(bgv) —anpa| + [0 eV 24(D (byv) B (bov) B (b3v))
0

V2mra?
[ [0 e 2 (b1 (b1 v) B (bv) B(b3v) + bagp(bav) B (b1v) @ (b3v) + b3(b3v)B(b1v)B(bov)]dv
V2ma? ’

where the last integration can be obtained by (12), and the proof follows.

Proof of Theorem 2.2. First the joint p.d.f. of U and V is

-1
fow () = (;ulﬂarctan (%)) H(u) ()@ (b110) B (byu) B (byv)
1 2
= Ao(u)p(v)P(b1u)P(bou)P(b3v), u,v € R, (15)

where

-1
1 1 b1b2
A= | -+ —arctan | ————= . 16
(8 4m (Ml%—bf—l—b%)) (16)
Hence the p.d.f. of X is
)\/ [v|p(xv)d(v)P(byzv)P(bexv) P (b3v)dv

= )\/OO vqﬁ(mv)¢(v)@(blxv)(I)(ngv)CD(bgv)dv—|—/\/OO vP(20) (V) P(—braxv) D (—bozv)P(—b3v)dv.
0 0

Let S={(1,2),(2,1)}. By Lemma 2.3, we have

A A bix A 1
fx(z) = 2 2) + Z
167(1 + 22) 167r(1 +z e 2r(1+2?) |g /1 +(1+b2)a?

bixb
_ bim arctan <b3 ) + arctan 5
arctan ( 1+(1+bg)xz> 14+(1+b2)? VIFHBD)a? | 14 (143 4b2)a% 43

4y /14 (1 + b?)a? 4y /14 (14 b?)a?
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bix
By 1 arctan <1+b§+x2>
2 2 2 + 2 2
2m(1+a%) | 8y/1+ 82 + AT/1+ 82 + o

_.I_

box bixbox
arctan [ —==—=— | + arctan
<\/1+b§+x2) (\/1+b§+x2\/1+(1+b§+b§)x2+b§>
4r\/1 + b3 + 22

_|_

—bx
Z b\ arctan (ﬁﬂub?)m?)
2w

1
— 1 3 +
(i,j)es A+2%) 18, /1+ (1+b2)2?  Amy/1+4 (14 b?)z?

_ b b;xb
arctan % + arctan J103
VI (1467)2? \/1+(1+b§)x2\/1+(1+bf+b?)x2+b§
+

4y /1 + (14 b7)a?

—biz
By 1 arctan (Tzagjm?)
2 2 2 + 2 2
2r(1+2%) | 8y/1+ b2 +a A1+ +x

—box bixbox
arctan + arctan
(\/1+b§+x2> <\/1+b§+x2\/1+(1+b%+b§)x2+b§>
Am/14 b3 + a2

+

(@)

biz\ :arctan (53/ 1+(1+ b%)x2> + arctan (ng/ 1+ (1+ b%)xzﬂ

1422 (2m)24/1 + (1 + b?)22
byx) |Arctan (bg/ 1+(1+ b%)x2> + arctan (blx/ 1+(1+ b%)xa)}
1+ 22 (2m)2y/1 + (1 + b3)a?

bs) [arctan (blx/\/ 1+03+ x2> + arctan (bg:c/\/ 1+b3+ xzﬂ
n i
1+ 22 (2m)24/1 + b2 + 22

-1
1 1 1 b1bo
= [+ Zarctan [ ——22 ) ) Gi(2), zeR,
Tt 27 (2 Warcan( 1+b%+b§)) 1(z), =
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where

~—

& @) 1 +b1x [arctan (bg/\/]. + (1 + b2 x2) + arctan (ng/ 1+ (1+ b%)aﬂ)}
) = =
' 2 /1 + (1 + b%)z?

+b2l’ [arctan (%/W) + arctan (blx/ 1+ 1+ b%):ﬂ)}

~| =

[u—

+ (1 + b3)2?
b3 [arctan (blx/\/ 1+b3+ ZL‘2) + arctan (bgl‘/\/ 1+b3+ xQ)}
my/1+ b2 + 22 '

™

_l’_
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Chapter 3

Identities for negative moments of
quadratic forms in skew normal
variables

3.1 Introduction

For non-negative random variables, it is known that negative moments are usually difficult
to compute. Among others, Chao and Straederman (1972) studied the problem of finding the
expected value of functions of a random variable X of the form f(X) = (X+A)™", where X+A >
0, and n is a non-negative integer. Wu et al. (2009) proved that under suitable conditions, for
some special sequences of r.v.’s {X,,,n> 1}, E(a+ X,,)"* ~ (a + E(X,))"%, as n — oo, where
“~”denotes asymptotically equal. On the other hand, quadratic forms of multivariate normal
random variables appear in many areas of statistics, such as time series, hypothesis testing, and
general linear model, etc. There are many investigations dedicated to evaluation of moments of
quadratic forms, as well as moments of ratios of quadratic forms. Magnas (1986,1990) provided
some numerical estimators about E(U)*, E(U*(X'CX)) and E(U*(a’X)), where s = 1,2,---,
U= X'AX/X'BX, X is N;(u,X)(the r-dimensional normal distribution with mean vector u
and correlation matrix ) distributed, A and C' are symmetric matrices, B is a symmetric and
non-negative matrix, and a € R". Mathai and Provost (1992) gave a compendium of formulas
for inverse moments of quadratic forms in multivariate normal variables in terms of Lauricella’s
function. Gupta and Kabe (1998) provided a method to obtain the exact moments of ratios of
quadratic forms X’ AX/X'X where A is a positive definite matrix, and X is N, (i, X) distributed.
By assuming that the ratio and its own denominator of the quadratic form X'AX/X'BX are
independent, where X is NV,.(0,Y) distributed, B = al,., a > 0, I, is an r x r identity matrix, and
A is a positive definite matrix, Conniffe and Spencer (2001) solved some hydrology problems.
Paolella (2003) gave several numerical methods for computing the moments of a ratio of quadratic
forms in multivariate normal variables.
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Recently under the assumption of normality, by using two key lemmas of Meng (2005),
Rukhin (2009) provided some formulas relating negative central moments of the quadratic form
defined by a positive definite matrix to those determined by the inverse matrix. He also gave
similar relationships for ratios of quadratic forms. These results can be used to check the numer-
ical accuracy of different algorithms for evaluation of these moments(see Magnas (1986,1990),
and Paolella (2003)).

In this note, under two multivariate skew normal distributions, we obtain some results
parallel to Rukhin (2009).

3.2 Main results

In this section, we provide some formulas relating negative central moments of the quadratic
forms defined by a positive definite matrix to those determined by the inverse matrix. According
to Huang and Chen (2006), first we give a definition.

Definition 3.1. A random variable Z is said to be multivariate skew normal distributed if its
probability density function (p.d.f.) has the form

f2(2) = 2¢.(;Q)G(2), 2 € R, (1)

where Q > 0, « € R", ¢,(z; Q) is the p.d.f. of N,(0,9) distribution, and G(-) is a skew function,
that is 0 < G(z) <1, G(z) + G(—z) =1, Vx € R.

Throughout this section, assume Z has the p.d.f. given in (1). The moment generating
function (m.g.f.) of the quadratic form Z’AZ was given by Huang and Chen (2006).

Lemma 3.1. Let Q = Z'AZ, where A is an r X 7 symmetric matrix A. Then the m.g.f. of Q
is given by

B(e'Q) = |I, — 2tAQ|"Y2, I, —26AQ > 0, t € R.
By using Lemma 3.1, the following lemma can be obtained immediately.

Lemma 3.2. Let Q = Z'/AZ, and Q2 = Z'BZ, where A and B are r X r symmetric matrices.
Then the joint m.g.f. of Q1 and Qs is given by

E(e!@H5@2) — |1, — (2tA + 2sB)Q Y2, I, — (2tA+2sB)Q > 0, t,s € R.
We also need the following two lemmas by Meng (2005). Let
My y(ti,t2) = E (e"XH2Y) ¢ 45 € R,

denote the joint m.g.f. of X and Y.

34



Lemma 3.3. Suppose a is a non-negative integer and b > 0, P(Y > 0) =1, Mx y (t1,0) exists
in a neighborhood of ¢; = 0, and X®/Y? is quasi-integrable with respect to P, where P is the
probability measure of (X,Y"). Then M )(? ’59) (0, —tg)tgfl is quasi-integrable with respect to R

and the identity

Xxo 1 [ I
B2 )= — b=1ps @9 _4)at = / P E(X exp(—tY))dt
(Yb> F(b)/o O 0.0t = s [ (X%exp(—tY))

holds, where the values +00 are allowed.

Lemma 3.4. Suppose a is a positive noninteger with a = [a] + (a), where [a] is the largest
integer not exceeding a, (a) = a — [a], and b > 0 and P(X > 0,Y > 0) = 1. Then

X 1 /oo /oo @1 b1+ (lal0)
P\ve) = m@rm t t My vy (—t1, —t2)dt1dls
(Yb> T Sy Jo & 2 Mxy )t

1 /OO /°° (a)—1,b—1 [a]
- t to T E(Xexp(—t1X — toY))dt 1 dts,
T@)r® Jy Jy B X Teanl )

and one side is finite if and only if the other side is.

When G(z) = 1/2, x € R, that is Z is NV,.(0, Q) distributed, Theorems 2.1 and 2.2 of Rukhin
(2009) gave formulas for E(Z'AZ)~9 and E((Z'BZ)?/(Z'AZ)?), respectively. As Lemmas 3.1
and 3.2 indicate that the distribution of Z’AZ, as well as the joint distribution of Z’AZ and
Z'BZ, both are independent of G, consequently, the results of Rukhin (2009) also hold for our
multivariate skew normal distribution. We state the results as Theorems 3.1 and 3.2 below.

Theorem 3.1. Let A be an r X r positive definite matrix. Then if 0 < ¢ < /2,

E(Z/AZ)—q_ F(T/Q_Q)

—r/2
B 22q—r/2F(Q)lAQ|1/2E(Z,CZV ?

where C' = Q7124712071412 ~1/2,
The following are some immediate consequences.

Corollary 3.1. If Q = I, then

- F(T/2 - Q) -1 —
E(Z'AZ)" 1 = E(Z' A~ 17y /2,
( ) 22q7r/21"(q)|A|1/2 ( )

Corollary 3.2. If A =Q"!, then
E(ZQ1Z)"1  T(r/2—q)

E(Z/Q—lZ)q—r/Q 22q—r/21’*(q)'

Corollary 3.3. If ¢ = r/4, then

E(Z'AZ)~"/*

Sl ST TR
E(Z'CZ)~r/4 A
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Corollary 3.4.

B(Z'AZ)1 _ yArl/Q E(Z'CZ)1/?

1/2
E(Z'Z)~ E(Z'Q-10-1Z)1-7/2 q—r2 AT

The next theorem gives the expectation of the ratio of powers of two quadratic forms.

Theorem 3.2. Let A be an r X r positive definite matrix, B an r X r symmetric and non-negative
definite matrix, also assume 0 < ¢ < p + r/2 with p > 0. Then

p(Z'BZ) I(r/2+p—q) (Z'Q12A-12BA-2Q 12 7)p
(Z’AZ)q 22q p— r/2I‘( )]AQP/Q (Z/Q—1/2A—1/2Q—1A—1/2Q—1/2z)p—q+r/2'

Corollary 3.5. If QQ = I, then

(Z2'Bz)  I(r/24+p—q) _(Z'A7V2BA-Y2Z)P

E(Z’AZ)q T 22p—20(q)|A|V2T (2P A-1Z)patr/2

Corollary 3.6. If A= Q"' then

(Z'BZ)Y  T(r/2+p—q) (Z'BZ)P

E(Z’AZ)q ©22ep—T/2D(q)  (Z'Q-1Z)p—atT/2]

Corollary 3.7. If g =r/4+ p/2, then

|AQ[V2E (Z'Bz)" I (Z'Q12A-12BA2Q1/2 7)p |
(Z/Az>7’/4+p/2 (Z’Q—1/2A—l/QQ—lA—1/2(2—1/2Z)T/4+p/2

As mentioned it before, Gupta and Kabe (1998) gave a method to obtain the exact moments
of ratios of quadratic forms X'AX/X'X, where X is N, (u,X) distributed and A is an r x r
positive definite matrix. That is

. <X’AX>p LRG3 5L, A
X'X ) RGL-400,-0,0,)
where A1, -+, A are roots of QA, and 64, --- , 6, are roots of €, and

11 1 :
i P E 7’/2 1/2 E _
R <27 2) 32,)‘1’ > /( >"Lyl> y1y2 ) dyl dy’r'fb — Yi = 1.

The following special case of Theorem 3.2 can be compared to Gupta and Kabe (1998).

Corollary 3.8. If A= 1. and p = ¢, then

. Z'BZ\? I'(r/2) (Z'Q-12BQ~1/27)p
VAVA o prr/2r(p)|9|1/2 (Z/Q*2Z)T/2
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Let By and By be two r x r symmetric matrices, Huang and Chen (2006) proved that Z'B,Z
and Z'BsZ are independent if and only if B;QBs = 0. Here both A and Q are nonsingular,
hence AQB = 0 implies B = 0. Consequently, for nonzero B, the two quadratic forms Z'AZ
and Z'BZ are not independent.

3.3 An extension

The following definition of a more general multivariate skew normal distribution is due to
Wang, et al. (2009).

Definition 3.2. Let the p.d.f. of X be given by
fx () =2¢,(z; I)®(dx), x € R", (2)

where a € R", and ®(-) is the standard normal cumulative distribution function(c.d.f.). Then
Y = p+ /'X is said to be SN, (u, 8, «) distributed, where p € R™ is the location parameter,
the r x n matrix G is the scale parameter and « is the shape parameter.

Wang, et al. (2009) gave some properties of the SN,.(u, 3, ) distribution. In the following,
we consider a more general model with u = 0. More precisely, let V = §'U, where the p.d.f. of
U is given by

fu(u) = 2¢;(u; IT)G(O/U)7 ueR,

where again G(-) is a skew function. Note that if 8 is non-singular, the p.d.f. of V' is identical
to the p.d.f. of Z given in Definition 3.1 with £'8 = Q. Results similar to Section 2 are given in
the following.

Lemma 3.5. Let Q = V'AV, where A is an n x n symmetric matrix. Then the m.g.f. of Q is
given by

E(e!9) = |I, — 2tBAB|7Y2, I, — 2tBAB >0, t € R.
Proof.
E(e'?) = B(exp(t(U'B)A(B'D)))dU
_ (2:)/2 /R eap (t (U'BABT) — U;U> G(/U)dU

= 2/ (2m) " 2exp <—;U’(Ir - 2tﬂAﬁ’)U> G('U)dU

= 2|1, — 2tBAB | VP Ey(G(A/ (I, — 2tBAB)V2U)) = |1, — 2tBAB|7Y/2.

For the present multivariate skew normal distribution, we have the following theorems.

37



Theorem 3.3. Let A be an n x n positive definite matrix, and 3 a full row rank matrix. Then
if0<qg<r/2,

- I'(r/2—q) _
E(V'AV)™1 = E(V'DV)t"/2
VA= g pagma TP

where D = 3'(83")"1(BAB) 1 (88') 1.

Proof. The theorem will be proved upon noting

00 , 00 tq—l
29T (q) E(V'AV) ™1 = / 7 g (e7VAVIZ) gt = / —__dt
(Q) ( ) 0 (e ) 0 ’Ir—l—tﬁAﬂ/‘l/Q

_ o0 _ Y L(r/2—q) _
_ r—1/2 r/2—q+1 uwV'DV/2 _ ! q—r/2
1BAB| /0 u E (e ) du= g PV OV

where Lemmas 3.3 and 3.5 are used in order to obtain the first and second equations, respectively.
The next theorem concerns the ratio of powers of two quadratic forms.

Theorem 3.4. Let A be an n X n positive definite matrix, B an n x n symmetric and non-
negative definite matrix, and ( a full row rank matrix. Also assume 0 < ¢ < p+7/2 with p > 0.
Then

(V'BVY _ T(@/24+p—q)  (V'F(BE) UBAB) 2BBE(BAG)/2(55) 1 BV)"

vy T P g [BATT (V/B'(B6)~1 (BAF) 1 (B") 1 BV )=t/

Proof.First let p be a non-negative integer. Then

(L 'BV )p / -1 / —tV'AV/2
q — q p
QF(q)E( ; )q ; t E((V B[/) e )dt

_ (_2)1) /oo tq_l %E (e—V’(sB+tA)V/2)
0 S

o P 1
= (=27 [ 71— dt
(=2) /0 ds? |I. + sBBA + tBAG /2 ls=0

_ (_2);0 /oo ur/2—q—1ﬁ 1
1BAB'V2 o dsP |1, + su(BAB)H2BBR(BAR) V2 + w(BAB) 12

_ (_2)p /oo ur/qufl
1BAB'V/2 o

LT (e—V’(suﬁ'wﬁ')*l(ﬂAﬁ’)*l/%Bﬁ'(ﬁAﬁ’)*l/z(6ﬁ’>*1ﬁ+uﬂ’(ﬁﬁ’)*1(ﬁAﬁ’)*lwﬁ’)*l)ﬂvm)
dsP

= g |, W (V9 (348 2088 (A8 a8) By

. efuv’ﬁ’(ﬂﬁ’)‘l(ﬂAﬁ’)‘l(ﬁﬁ’)‘lﬁVﬂ) du

_ T/2+p—q) (V'B(38) " (BAB)2BBA (BAB)/2(B5) ' BV)?
- 2R BAR (V'3 (B3 (BAR) L (B3 AVt

dt
s=0

du
s=0

du
s=0
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where Lemmas 3.3 and 3.5 are used to obtain the first and third equations, respectively.

Next consider the case p is not an integer. Again we have

21T ((p))T(q) E EV’BV) p)/ / sP-1a-1p ((V BV)[p] —sV/'BV/2— tV’AV/Q) dsdl

V’AV)q
—lyq-1 dl! (er’(SBthA)V/Q) dsdt
ds[p]
[p]
~1yg-1.4 ! dsdt

sl |1, + sBBB + tBAB|1/2

— [p -1 7'/2 q—1
”)\ﬁAﬂ’W?

du;]E(e V' (uB'(B8) 1 (BAB') l(ﬂﬂ')—lmsuﬁ/(ﬁﬂ)—l(6A6')-1/26%/(ﬁAﬂ'rl/?)(ﬂﬁ/)-lBV/?) dsdu
ds

I ) /°° /‘”m@)—lur/m—q—l
2(p)WA/3’|1/2 o Jo

: dv E <e—V’(uﬂ’(ﬂﬁ’)*1(ﬂAﬁ')*l(56')*1ﬁ+m6’(ﬂ6’)*1(ﬂAﬁ')*VzﬁBﬁ’(ﬁAﬁ')*”“‘)(ﬁﬂ’)*W/?) dmdu
dm[p}

_D()I(r/24+p—q) B (V'B8'(85") "1 (BAB) 28BS (BAB) " 2(88) 1BV )P

20T 2|BARY|H/2 (V'3 (B8")=H(BAB) (BB~ BV )patr/2 '
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