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Abstract

Let X(1) ≤ X(2) ≤ · · · ≤ X(n) be the order statistics from independent and identically
distributed random variables {Xi, 1 ≤ i ≤ n} with a common absolutely continuous distri-
bution function. In this work, first a new characterization of distributions based on order
statistics is presented. Next we review some conditional expectation properties of order
statistics, which can be used to establish some equivalent forms for conditional expectations
for sum of random variables based on order statistics. Using these equivalent forms, some
known results can be extended immediately.
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1 Introduction

For a fixed n ≥ 1, let X(1) ≤ X(2) ≤ · · · ≤ X(n) be the order statistics based on a sequence of
independent and identically distributed (i.i.d.) random variables (r.v.’s) {Xi, 1 ≤ i ≤ n}, which
has a common absolutely continuous distribution function F and probability density function
f . Also assume that F has support (a, b), where −∞ ≤ a < b ≤ ∞. It is known that order
statistics play an important role in statistics, reliability theory, and many applied areas. There
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are a lot of studies on characterizing F based on conditional moments of order statistics. For
example, each of the following assumptions:

E(X(i)|X(i+1) = x) = ηx + θ,

E(X1|X(n) = x) = ηx + θ,

and
E(X1|X(1) = x,X(n) = y) =

1
2
(x + y), (1)

where 1 ≤ i ≤ n− 1, and η, θ are constants, can be used to characterize F , see Ferguson (1967),
Beg and Kirmani (1974), and Das Gupta et al. (1993), respectively. On the other hand, Huang
and Su (1999) showed that

E


 1

k2 − k1 − 1

k2−1∑

i=k1+1

X(i)

∣∣∣∣∣∣
X(k1) = u,X(k2) = x


 = P (u, x), u < x, (2)

where 1 ≤ k1 < k2 ≤ n and k2−k1 ≥ 2, can determine F . Note that (2) with k1 = k, k2 = k+2,
and P (u, x) = (u + x)/2, is reduced to

E
(
X(k+2) −X(k+1)|X(k) = u,X(k+2) = x

)
=

1
2
(x− u), u < x, (3)

a condition which can be used to characterize the uniform distribution. Inspired by this, in this
work we will characterize F by a condition which is similar to (3) yet with quadratic functions.
We state the result as the following theorem, and the proof will be given in Section 2.

Theorem 1. Let E(X2
1 ) < ∞ and f be differentiable. Assume that

E
((

X(l) −X(l−1)

)2 |X(k) = u,X(l) = x
)

= η(x− u)2, a < u < x < b, (4)

for some fixed integers 1 ≤ k < l ≤ n, where l − k ≥ 2.

(i) If (4) holds for a fixed u, and every u < x < b, then 0 < η < 1, b ∈ R, and

F (x) = F (u) +
(1− F (u))(x− u)r

(b− u)r
, u < x < b, (5)

where r = (
√

1 + 8/η − 3)/(2(l − k − 1)) > 0.

(ii) If (4) holds for u = ui, and every ui < x < b, i = 1, 2, where a < u1 < u2 < b, then
η = 2/((l − k + 1)(l − k)), b ∈ R, and

F (x) = F (u1) +
(1− F (u1))(x− u1)

(b− u1)
, u1 < x < b. (6)
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Remark 1. In (ii) if u1 = a, then F is the distribution function of the uniform distribution
over (a, b).

Remark 2. It can be seen easily that there is a parallel characterization by using

E
((

X(k+1) −X(k)

)2
∣∣∣X(k) = x,X(l) = u

)
= η(u− x)2, a < x < u < b,

a condition similar to (4). We omit the statement of this result.

In the past decade, characterizations of the Student’s tv distribution with v > 0 degrees
of freedom based on some simple properties of certain regression functions associated with the
order statistics have been investigated by many authors. Among them, for n = 3, Nevzorov et
al. (2003) showed that the regression relation

E(X(2) −X(1)|X(2) = x) = E(X(3) −X(2)|X(2) = x), (7)

characterizes the t2 distribution, and Akhundov and Nevzorov (2010) used

E((X(2) −X(1))
2|X(2) = x) = E((X(3) −X(2))

2|X(2) = x), (8)

to determine the t3 distribution. Later, Huang and Su (2010) pointed out that (7) and (8) can
be extended to the general case with any sample size n, and used a weaker than (8) assumption

E

((
η

2
X(2) −X(1) +

θ

2

)2
∣∣∣∣∣X(2) = x

)
= E

((
X(n) −

η

2
X(n−1) −

θ

2

)2
∣∣∣∣∣ X(n−1) = x

)
, (9)

to characterize a large class of distributions including not only the tv distribution but also the
normal, gamma, exponential, inverse gamma and uniform distributions. The special case of
a = −∞, b = ∞, n = 3, θ = 0, and certain types of η, were studied by Wang (2011). Recently,
for a = −∞, b = ∞, n ≥ 3, 2 ≤ k ≤ n−1 and v ≥ 3, Yanev and Ahsanullah (2012) characterized
the t2 and tv distributions by the regression relations

E

(
1

k − 1

k−1∑

i=1

(
X(k) −X(i)

)
∣∣∣∣∣X(k) = x

)
= E

(
1

n− k

n∑

i=k+1

(
X(i) −X(k)

)
∣∣∣∣∣ X(k) = x

)
(10)

and

E

(
1

k − 1

k−1∑

i=1

(
v − 1

2
X(k) − (v − 2)X(i)

)2
∣∣∣∣∣X(k) = x

)
(11)

= E

(
1

n− k

n∑

i=k+1

(
(v − 2)X(i) −

v − 1
2

X(k)

)2
∣∣∣∣∣X(k) = x

)
,

which are reduced to (7) and (8) as n = 3, k = 2, v = 2, and n = 3, k = 2, v = 3, respectively.
Other related characterizations of distributions based on order statistics can be found in Bal-
akrishnan and Akhundov (2003), Akhundov et al. (2004), Nevzorova et al. (2007), Huang et al.
(2007) and Akhundov and Nevzorov (2010), etc.
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Motivated by the above results, in Section 3 we give a lemma for order statistics, which will
enable us to establish some equivalent forms for conditional expectations for sum of r.v.’s based
on order statistics. Using this lemma, many of the characterization results in the literature for
the order statistics immediately have the corresponding characterizations by regression of sum
of conditional moments of order statistics. As an example, we use the result of Huang and Su
(2010) to obtain characterization of a large class of distributions by using the corresponding
regression assumption, which is also more general than the characterization result of Yanev and
Ahsanullah (2012) given in (11).

Finally, some conclusions are discussed in Section 4.

2 The proof of Theorem 1

We need a lemma which can be found in Boyce and DiPrima (1997).

Lemma 1. Consider the Euler equation:

t2g′′(t) + αtg′(t) + βg(t) = 0, (12)

where t belongs to an interval not containing the origin, and α and β are some fixed real
numbers. Then

g(t) =

{
c1|t|(1−α+

√
(1−α)2−4β)/2 + c2|t|(1−α−

√
(1−α)2−4β)/2 , if (1− α)2 > 4β,

(c3 + c4 log |t|)|t|(1−α)/2 , if (1− α)2 = 4β,

where c1, c2, c3 and c4 are arbitrary constants.

Proof of Theorem 1. (i) First η > 0 is obvious. From (4), we have

(l − k − 1)
∫ x

u
(x− w)2f(w)(F (w)− F (u))l−k−2dw (13)

= η(x− u)2(F (x)− F (u))l−k−1, u < x < b.

Taking the second derivatives of both sides of (13) with respect to x and after some manipula-
tions, we arrive at

η(x− u)2
d2

dx2
(F (x)− F (u))l−k−1 + 4η(x− u)

d

dx
(F (x)− F (u))l−k−1 (14)

+2(η − 1)(F (x)− F (u))l−k−1 = 0, u < x < b,

which can be rewritten as

t2G′′(t) + 4tG′(t) + 2(1− 1/η)G(t) = 0, 0 < t < b− u, (15)

where t = x− u, and G(t) = (F (t + u)− F (u))l−k−1 = (F (x)− F (u))l−k−1, t > 0.
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If η = 1, by Lemma 1, the solution of (15) is

G(t) = c1 +
c2

t3
, 0 < t < b− u, (16)

where c1 and c2 are constants. This contradicts to the fact that limt↓0 G(t) = 0. Hence η 6= 1.

Now consider η 6= 1. Again by Lemma 1, the solution of (15) is

G(t) = c3t
(−3+

√
1+8/η)/2 + c4t

(−3−
√

1+8/η)/2, 0 < t < b− u,

where c3 and c4 are constants. As limt↓0 G(t) = 0 and G(t) > 0, 0 < t < b−u, we obtain c3 > 0,

c4 = 0, and 0 < η < 1. Consequently,

F (x) = F (u) + c
1/(l−k−1)
3 (x− u)r, u < x < b, (17)

where r = (
√

1 + 8/η−3)/(2(l−k−1)) > 0. By letting x → b in (17), we obtain b < ∞ and (5)
follows immediately. On the other hand, it can be shown easily that the F given in (5) satisfies
(13). The proof of (i) is completed.

(ii) First from (i) we have

F (x) = F (ui) +
(1− F (ui))(x− ui)r

(b− ui)r
, ui < x < b, i = 1, 2. (18)

By comparing F (x) for i = 1, 2 in (18), it yields

(1− F (u1))(x− u1)r

(b− u1)r
=

(1− F (u1))(u2 − u1)r

(b− u1)r
+

(1− F (u2))(x− u2)r

(b− u2)r
, u2 < x < b.

This in turn implies

(x− u1)r − (u2 − u1)r

(x− u2)r
=

(1− F (u2))(b− u1)r

(1− F (u1))(b− u2)r
, u2 < x < b. (19)

That the right hand side of (19) is a constant implies r = 1, or equivalently η = 2/((l−k+1)(l−
k)). Again it can be shown that the F given in (6) satisfies (4). The proof of (ii) is finished.

3 One lemma and its implications

First we give a useful lemma.

Lemma 2. Let g and h be Borel measurable functions of three variables and two variables,
respectively. (i) For every 1 ≤ k1 < k2 ≤ n, where k2−k1 ≥ 2, 1 ≤ k ≤ n−2, and a ≤ x < y ≤ b,

we have

E


 1

k2 − k1 − 1

k2−1∑

i=k1+1

g(X(i), x, y)

∣∣∣∣∣∣
X(k1) = x,X(k2) = y


 (20)

=
1

F (y)− F (x)

∫ y

x
g(t, x, y)dF (t)

= E
(
g(X(k+1), x, y)

∣∣X(k) = x,X(k+2) = y
)
.
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(ii) For 2 ≤ k ≤ n, and a ≤ x ≤ b, we have

E

(
1

k − 1

k−1∑

i=1

h(X(i), x)

∣∣∣∣∣ X(k) = x

)
=

1
F (x)

∫ x

a
h(t, x)dF (t) (21)

= E
(
h(X(1), x)

∣∣ X(2) = x
)
.

(iii) For 1 ≤ k ≤ n− 1, and a ≤ x ≤ b, we have

E

(
1

n− k

n∑

i=k+1

h(X(i), x)

∣∣∣∣∣X(k) = x

)
=

1
1− F (x)

∫ b

x
h(t, x)dF (t) (22)

= E
(
h(X(n), x)

∣∣X(n−1) = x
)
.

Although it was mentioned by Das Gupta et al. (1993), that the proof of the above lemma is
elementary, as it may not be so well-known, we briefly sketch the proof of (20) in the following.
First it is known that given X(k1) = x, and X(k2) = y, (X(k1+1), · · · , X(k2−1)) are distributed as
the order statistics of k2−k1−1 i.i.d. r.v.’s, say Z1, · · · , Zk2−k1−1, with the common distribution
function

F (t)− F (x)
F (y)− F (x)

, t ∈ [x, y],

see, e.g., Theorem 2.5 of David and Nagaraja (2003). Consequently, given X(k1) = x, and
X(k2) = y,

k2−1∑

i=k1+1

g(X(i), x, y) d=
k2−k1−1∑

i=1

g(Zi),

where d= denotes equality in distribution. Hence

E


 1

k2 − k1 − 1

k2−1∑

i=k1+1

g(X(i), x, y)
∣∣X(k1) = x,X(k2) = y


 = E(g(Z1)).

The rest of the proof follows immediately.

By Case (i) of Lemma 2, the following condition

E


 1

k2 − k1 − 1

k2−1∑

i=k1+1

(
X(k2) −X(i)

)2

∣∣∣∣∣∣
X(k1) = u,X(k2) = x


 = η(x−u)2, a < u < x < b, (23)

where 1 ≤ k1 < k2 ≤ n, k2 − k1 ≥ 2, is equivalent to

E
((

X(k+2) −X(k+1)

)2
∣∣∣X(k) = u,X(k+2) = x

)
= η(x− u)2, a < u < x < b,

for every 1 ≤ k ≤ n − 2, a special form of (4) with l = k + 2. Hence, according to Theorem 1,
there is a corresponding characterization of F based on (23).
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Let E(X1) = µ1 < ∞, E(X2
1 ) = µ2 < ∞. As X1 is nondegenerate, µ2 − µ2

1 = Var(X1) > 0.
Assume for some fixed n ≥ 2, 2 ≤ k ≤ n, 1 ≤ l ≤ n− 1, and constants η and θ,

E

(
1

k − 1

k−1∑

i=1

(
η

2
X(k) −X(i) +

θ

2

)2
∣∣∣∣∣X(k) = x

)
(24)

= E

(
1

n− l

n∑

i=l+1

(
X(i) −

η

2
X(l) −

θ

2

)2
∣∣∣∣∣X(l) = x

)
, a < x < b.

By Cases (ii) and (iii) of Lemma 2, (24) implies

E

((
η

2
X(2) −X(1) +

θ

2

)2
∣∣∣∣∣X(2) = x

)
(25)

= E

((
X(n) −

η

2
X(n−1) −

θ

2

)2
∣∣∣∣∣X(n−1) = x

)
, a < x < b.

which is exactly (16) of Huang and Su (2010), hence the solution of (24) follows immediately.
Table 1 taken from Huang and Su (2010), lists some widely used distributions that can be
characterized by using (24).

Note that in the case (η, θ, a, b) = (η, (2 − η)µ1,−∞,∞), if µ1 = 0, then θ = 0, and (24)
becomes

E

(
1

k − 1

k−1∑

i=1

(η

2
X(k) −X(i)

)2
∣∣∣∣∣X(k) = x

)
(26)

= E

(
1

n− l

n∑

i=l+1

(
X(i) −

η

2
X(l)

)2
∣∣∣∣∣X(l) = x

)
, −∞ < x < ∞.

Hence the characterization of tv distribution by Yanev and Ahsanullah (2012), is a special case
of the present characterization with η = (v − 1)/(v − 2) and k = l.

Huang and Su (2010) also characterized distributions by either of the two assumptions

E(X2
(1) − (ηX(2) + θ)X(1)|X(2) = x) = γx + δ, a < x < b, (27)

E(X2
(n) − (ηX(n−1) + θ)X(n)|X(n−1) = x) = γx + δ, a < x < b. (28)

As (27) and (28) are equivalent to

E

(
1

k − 1

k−1∑

i=1

(
X2

(i) −
(
ηX(k) + θ

)
X(i)

)∣∣∣∣∣X(k) = x

)
= γx + δ, a < x < b, (29)

where 2 ≤ k ≤ n, and

E

(
1

n− k

n∑

i=k+1

(
X2

(i) −
(
ηX(k) + θ

)
X(i)

)∣∣∣∣∣X(k) = x

)
= γx + δ, a < x < b, (30)
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Table 1
Characterization of distributions by using assumption (24) for certain (η, θ, a, b).

(η, θ, a, b) Distribution f(x)

(1, µ1,−∞,∞)
Normal
N (µ1, σ

2)

1√
2πσ

exp
{
−(x− µ1)2

2σ2

}
,

where σ2 = µ2 − µ2
1.

(1,
µ2

µ1
, 0,∞)

Gamma
Gamma(α, β)

1
Γ(α)βα

xα−1 exp
{
−x

β

}
,

where α = µ2
1

µ2−µ2
1

and β = µ2−µ2
1

µ1
.

(1, 2µ1, 0,∞)
Exponential
E(λ)

λe−λx,
where λ = 1

µ1
.

(η, (2− η)µ1,−∞,∞),
where η > 1.

Student t

tv(µ1, ρ)

Γ((v + 1)/2)
ρ
√

πvΓ(v/2)

((
x− µ1

ρ

)2 1
v

+ 1

)−(v+1)/2

,

where v = 2η−1
η−1 and ρ =

√
µ2−µ2

1
2η−1 .

(
2
3
,
4
3
µ1, a, b)

Uniform
U(a, b)

1
b− a

(
µ2

µ2
1

,
µ2

µ1
, 0,∞)

Inverse Gamma
IGamma(α, β)

βα

Γ(α)
x−α−1 exp

{
−β

x

}
,

where α = 2µ2−µ2
1

µ2−µ2
1

and β = µ1µ2

µ2−µ2
1
.

where 1 ≤ k ≤ n − 1, respectively, it can be expected that there are corresponding character-
izations of distributions by using either one of the assumptions (29) and (30). We omit the
statements of the results.

In Theorem 1 of Yanev and Ahsanullah (2012), the condition

λE

(
1

k − 1

k−1∑

i=1

X(i)

∣∣∣∣∣X(k) = x

)
+ (1− λ)E

(
1

n− k

n∑

i=k+1

X(i)

∣∣∣∣∣X(k) = x

)
= x, (31)

was used to characterize F belonging to the so-called Q-family. It should be mentioned here,
again by Cases (ii) and (iii) of Lemma 2, the above condition is equivalent to

λE(X(1)|X(2) = x) + (1− λ)E(X(n)|X(n−1) = x) = x,

and
λE(X(1)|X(2) = x) + (1− λ)E(X(3)|X(2) = x) = x,
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a relation which has already been used by Akhundov et al. (2004) to obtain the same charac-
terization.

4 Conclusion

We are interested in knowing which distributions can be characterized by using the following
more general than (4) form

E
(

X2
(l) + p1X

2
(l−1) + p2X(l−1)X(l) + p3X(l) + p4X(l−1)

∣∣∣X(k) = u,X(l) = x
)

(32)

= q0x
2 + q1u

2 + q2ux + q3x + q4u, a < u < x < b,

where p1, · · · , p4, q0, q1, · · · , q4 are constants. That (4) corresponds to p1 = 1, p2 = −2, p3 =
p4 = 0, q0 = q1 = η, q2 = −2η, and q3 = q4 = 0. Suppose u is fixed. By (20), (32) implies

(l − k − 1)
∫ x

u
(x2 + p1w

2 + p2wx + p3x + p4w)f(w)(F (w)− F (u))l−k−2dw (33)

= (q0x
2 + q1u

2 + q2ux + q3x + q4u)(F (x)− F (u))l−k−1, u < x < b.

Taking the second derivatives of both sides of (33) with respect to x and after some manipula-
tions, it yields

P (t)G′′(t) + Q(t)G′(t) + 2(q0 − 1)G(t) = 0, 0 < t < b− u, (34)

where t = x− u, G(t) = (F (t + u)− F (u))l−k−1, t > 0, P (t) = (q0 − p1 − p2 − 1)t2 + (q0 + q1 +
q2 − p1 − p2 − 1)u2 + (q3 − p3 − p4)t + (q3 + q4 − p3 − p4)u + (2q0 + q2 − 2p1 − 2p2 − 2)tu, and
Q(t) = (4q0 − 2p1 − 3p2 − 4)t + (4q0 + 2q2 − 2p1 − 3p2 − 4)u. Although for differential equations
of second order, there may have solutions for forms different from (12), for (34), it can be shown
easily that only if p2 = −2p1, q1 = p1 + q0 − 1 6= 0, q2 = −2q1, q3 = p3 + p4, and q4 = 0, will
reduce to

t2G′′ (t) + 4tG′ (t) + 2 (q0/q1 − 1/q1) G (t) = 0, 0 < t < b− u, (35)

a form which can be solved by Lemma 1. In this case the condition (32) can be simplified to

E
(

X2
(l) + p1X

2
(l−1) − 2p1X(l−1)X(l) + p3X(l) + p4X(l−1)

∣∣∣X(k) = u, X(l) = x
)

(36)

= q0x
2 + q1u

2 − 2q1ux + (p3 + p4) x, a < u < x < b,

which nevertheless is more general than (4).
It is also interesting to characterize the common distribution of {Xi, i ≥ 1} by using the

more general relation

E
(
g1

(
X(i), u, x

) |X(k) = u,X(l) = x
)

= g2(u, x), a < u < x < b, (37)

where k < i < l, g1 : R3 → R and g2 : R2 → R. In this work, we have offered i = l − 1, k + 1
and some functions g1, g2 for which there are solutions. Other possible i’s, g1’s and g2’s which
may lead to (37) having solutions will be studied in the future.
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For an integer n ≥ 1, in the following let X1,n ≤ X2,n ≤ · · · ≤ Xn,n be the order statistics
based on {X1, X2, · · · , Xn}. Now for integers 2 ≤ k ≤ n and 2 ≤ l ≤ m, it can be seen easily,
that (21) implies

E

(
1

k − 1

k−1∑

i=1

h(Xi,n, x)

∣∣∣∣∣ Xk,n = x

)
= E

(
1

l − 1

l−1∑

i=1

h(Xi,m, x)

∣∣∣∣∣Xl,m = x

)
,

and there is a similar equation based on (22). Consequently, some results in this work can be
generalized to the situation with different sample sizes of order statistics.

Finally, when viewed as point process, the sequence of order statistics {Xi,n, 1 ≤ i ≤ n}
forms a sample process, and has the so-called order statistics property, see Puri (1982). Along
the lines of Huang and Su (1999) and Huang et al. (2007), it is expected that there is a point
process version for Theorem 1. This and some other related works will also be studied in the
future.
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