
1. Write down the purpose of each term: (20 points)

(1) Cook’s D, Di(X
′X, pMSRes) =

( ˆβ(i)−β̂)
′
(X′X)( ˆβ(i)−β̂)

pMSRes

(2) DFBETASj,i =
β̂j−β̂j(i)√

S2
(i)

Cjj

(3) DFFITSi =
ŷi− ˆy(i)√

S2
(i)

hii

(4) COV RATIOi =
|(X′

(i)
X(i))

−1S2
(i)
|

|(X′X)−1MSRes| .

2. Since β̂(i)− β̂ = (X′X)−1xiei

1−hii
, show that Di =

r2
i

p
( hii

1−hii
), where r2

i =
e2
i

MSRes(1−hii)
and

p is the number of the parameters. (10 points)

3. Since (X
′
(i)X(i))

−1 = (X ′X)−1 +
(X′X)−1xix

′
i(X

′X)−1

1−hii
, show that COV RATIOi =

[
S2

(i)

MSRes
]p( 1

1−hii
). (10 points)

4. Consider the simple linear regression model y = β0 + β1x + ε, and V ar(ε) =

σ2(E(y))α, α 6= 2. Show that y′ = y1−α/2 is a variance-stabilizing transforma-

tion. (10 points)

5. Assume the model is

Y = Xβ + ε,

where E(ε) = 0, V ar(ε) = σ2V . Find the generalized least-squares estimator

of β. (10 points)

6. Suppose we wish to fit the piecewise quadratic polynomial with a knot at x = t:

E(y) = S(x) = β00 + β01x + β02x
2 + β10(x− t)0

+ + β11(x− t)1
+ + β12(x− t)2

+.

(1) Show how to test the hypothesis that this quadratic spline model fits the

data significantly better than an ordinary quadratic polynomial.(10 points)

(2) This quadratic spline polynomial model is not continuous at the knot t.

How can the model be modified so that continuity at x = t is obtained?

(10 points)

(3) Show how the model can be modified so that both E(y) and dE(y)/dx are

continuous at x = t. (10 points)

7. Write down the procedures of the following methods for variable selection: (1)

Forward Selection, (2) Backward Elimination and (3) Stepwise regression. (30

points)
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