
1. Let X1, · · · , Xn be a sample with pdf f(x|θ), and let W (X) = W (X1, · · · , Xn)

be any estimator satisfying

d

dθ
EθW (X) =

∫

χ

∂

∂θ
[W (x)f(x|θ)]dx,

and V arθW (X) < ∞. Then prove

V arθW (X) ≥ ( d
dθ

EθW (X))2

Eθ((
∂
∂θ

log f(X|θ))2)
.

2. Let X1, · · · , Xn be a sample with pdf f(x|λ) = λ exp(−λx), x > 0. Here assume

that we only observe Y1, · · · , Yn with Yi = IXi<M , where M is a fixed constant.

Based on Yi, find the MLE of λ.

3. Suppose that Y1, · · · , Yn satisfy

Yi = βxi + εi, i = 1, · · · , n

where x1, · · · , xn are fixed constants, and ε1, · · · , εn are i.i.d. N(0, σ2) with

unknown σ2. (1) Find the MLE of β, β̂, and show it is an unbiased estimator of

β. (2) Let β̃ =
∑

i Yi/
∑

i xi be another estimator of β. Show β̃ is also unbiased

estimator of β. (3) Compare the variances of β̂ and β̃.

4. Let X1, · · · , Xn be a sample with pdf f(x|θ) = exp(−(x − θ)), x ≥ θ. We are

interested in testing H0 : θ ≤ θ0 v.s. H1 : θ > θ0. Derive the LRT for this

hypothesis.

5. Suppose that X1, · · · , Xn are i.i.d. with a Beta(µ, 1) pdf and Y1, · · · , Ym are

i.i.d. with a Beta(θ, 1) pdf. Also assume that Xi are independent of Yi. Find a

LRT of H0 : θ = µ v.s. H1 : θ 6= µ, and show this LRT is based on the following

statistic,

T =

∑
i log Xi∑

i log Xi +
∑

j log Yj

.

6. Let (X1, Y1), · · · , (Xn, Yn) be a random sample from a bivariate normal distribu-

tion with unknown parameters µX , µY , σ2
X , σ2

Y , ρ. We are interesting in testing

H0 : µX = µY v.s. H1 : µX 6= µY .

(1) Show that Wi = Xi − Yi are i.i.d. N(µW , σ2
W ). (2) Derive the LRT for this

hypothesis, and show this LRT is based on the statistic

TW =
W̄√
1
n
S2

W

,
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where W̄ = 1
n

∑
i Wi and S2

W = 1
(n−1)

∑
i(Wi − W̄ )2. (3) Show that under H0,

TW ∼ Student’s t with n− 1 degree of freedom.

7. Let X1, · · · , Xn be a random sample with pdf f(x|p, θ) = 1
Γ(p)θp xp−1 exp(−x/θ).

Here p is assumed to be known and θ is an unknown parameter. We are inter-

esting in testing

H0 : θ ≤ θ0 v.s. H1 : θ > θ0.

Find the UMP level α test.

8. Let X follow the binomial distribution, i.e. B(n, θ), with known n and unknown

θ. Now we are interesting in testing

H0 : θ ≤ θ0 v.s. H1 : θ > θ0.

Find the UMP level α test.

9. Let X1, · · · , Xn be a random sample from N(µ, σ2) with unknown µ and σ2.

Construct a 1− α lower confidence bound for µ.
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