
1. Assume the model is

y = Xβ + ε,

where y = (y1, · · · , yn)T is the vector of the observations, X =




1 x11 · · · x1p
...

...
. . .

...

1 xn1 · · · xnp




is the design matrix, β = (β0, β1, · · · , βp)
T is the vector of the unknown pa-

rameters, and ε = (ε1, · · · , εn)T ∼ MN(0, In). (a) Find the least-squares es-

timator of β, β̂. Let the vector of fitted values be ŷ = Xβ̂ = Hy, where

H = X(XT X)−1XT is the hat matrix. (b) Show Ip+1 − H is symmetric and

idempotent, and (c) H1 = 1 and 1T H = 1T , where 1 = (1, · · · , 1)T is a (p+1)×1

vector of ones.

2. Consider the p×p matrix XT X and let x be the ith row of X. Find (XT X−xxT )−1.

3. Show that if A = AT , then A is a tripotent if and only if A = A−.

4. Let B =



−3 2 0

2 1 1

0 1 2


. (a) Find a real number t such that B + tI3 is positive

definite. Let A =




3 1 0

1 1 −1

0 −1 4


. (b) Find a positive number t1 such that

A + t1B is positive definite.

5. Let an orthogonal matrix P =

(
P1

P2

)
. Show that P T

1 P1 is idempotent.

6. IF A is a positive definite k× k matrix and B is a nonnegative k× k matrix, then

(a) show

λ1 ≤ x′Bx

x′Ax
≤ λk

for each and every vector x 6= 0, where λ1 ≤ λ2 ≤ · · · ≤ λk are the roots of

|B−λA| = 0. (b) Find vectors x1 and x2 such that λ1 =
x′1Bx1

x′1Ax1
and

x′2Bx2

x′2Ax2
= λk.
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